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			The European Commission has adopted an Entrepreneurship 2020 Action Plan as its ‘answer to challenges brought by the gravest economic crisis in the last 50 years’ (European Commission 2013). European governments spend huge amounts of money trying to support new firm start-ups and promote innovation. Much of this enthusiasm for entrepreneurship in policymaking circles is due to three reasons: (i) conventional scope for manoeuver in terms of economic policy is shrinking, (ii) an inadequate understanding of the relationship between economic development and entrepreneurship, and (iii) ideological and real capture by interest groups, including entrepreneurs and big business. 

			There is no doubt that entrepreneurship can and did contribute to economic development in Europe. But, as is argued here, entrepreneurship does not automatically, straightforwardly or unambiguously boost economic development. Indeed, entrepreneurship may even be exacerbating many of Europe’s economic woes. Because this is not a generally recognised fact, the currently high expectations of entrepreneurs are likely to be disappointed. In this article I discuss such concerns. It is time for Europe to look afresh at how to galvanise entrepreneurship that promotes development, starting with the realisation that a more sober view of its potential is required.

			Entrepreneurship – often a last resort policy

			‘Victor Hugo once remarked “You can resist an invading army; you cannot resist an idea whose time has come”. Today entrepreneurship is such an idea’ (The Economist 2009).

			When faced with crisis, policymakers often call on entrepreneurs to save the day when other more conventional economic policies fail to have the desired impact. The above quote is from an article in The Economist magazine, published in 2009 in the midst of the global financial crisis, when it carried a special section on entrepreneurs as ‘Global Heroes’ (Wooldridge 2009). The only previous occasion on which The Economist had published such an enthusiastic endorsement of entrepreneurship was during the 1970s recession. Its 25 December 1976 edition carried an article entitled ‘The coming entrepreneurial revolution: a survey’ (Macrae 1976). On both occasions entrepreneurship was lauded largely because policymakers and academics had run out of other policy options (read money) to restore growth. And in both cases the articles and sections in The Economist were actually wrong: the subsequent deregulation and free-marketeering widely adopted in the 1980s and staunchly promoted by the likes of Thatcher and Reagan heralded a period of unbridled growth in the incomes and wealth of the top 0.1 percent of the population in the US and Europe (Atkinson, Piketty and Saez 2011), while stimulating the corporate greed and risk-taking that directly contributed to the 2009 financial crisis. 

			Since the 2000s ‘entrepreneurship’ has stagnated and even declined in the US and many European countries. In Europe, for instance, the relative earnings of the self-employed compared to those of the wage-employed have declined significantly – by 20 percent in the UK since 2006/2007, for example (Hatfield 2015). And, as The Economist (2012) – accurately this time – pointed out, ‘the vast majority of Europe’s big companies were born around the end of the last century’. Since the 1980s ‘nearly no international businesses [i.e. fortune 500 companies] have been developed in Europe’ (Lirzin 2013). 

			Undermining the notion that the knowledge economy has heralded an ‘entrepreneurial economy’ in Europe, as some would like to believe, a recent Harvard Business School report found that Europe is in a ‘digital recession’, with only three European economies making it to the top of Harvard’s digital evolution index, with a further nine European countries only making it to the bottom slots of the index’s top 50. Moreover, in terms of venture capital funding in excess of USD 100 million for high-tech start-ups, Europe ranked ‘a distant third behind North America and Asia’ (Chakravorti and Chaturvedi 2015). It is far from clear that entrepreneurship is ‘an idea whose time has come’ in Europe.

			Entrepreneurship – no magic bullet for development

			‘This is one of those cases in which the imagination is baffled by the facts’ – Adam Smith

			Adam Smith, the ‘father’ of modern economics, was not very fond of entrepreneurs or businessmen. He would have been baffled as to why many scholars and policymakers so enthusiastically cling to the belief that entrepreneurship is the panacea for development, especially as the empirical evidence in this case is far from conclusive. 

			As I argue in more detail elsewhere (Naudé 2011), statistical results do not seem to be robust with regard to definitions, time-periods, quality of data, or estimation methods; reverse causality always crops up – indeed, based on the statistical evidence it seems more reasonable to conclude that economic growth drives entrepreneurship and small business start-ups rather than vice versa. Some economists even report a negative relationship between entrepreneurial activity and economic growth. Wong, Ho and Autio (2005), for example, find evidence for ‘the existence of entrepreneurial activities that do not contribute to economic growth’; while Parker (2006) reports that there is no unambiguous empirical relationship between the rate of self-employment and unemployment. 

			Based on a broad survey of published empirical studies, mostly focusing on entrepreneurship in Europe, Van Praag and Versloot (2007) find that (i) entrepreneurs do not spend more on R&D; that (ii) entrepreneurs create lower quality and less secure jobs, and that (iii) ‘the relative contribution of entrepreneurs to the value of productivity levels is low’ (p.377). 

			Oosterbeek, Van Praag and Ijsselstein (2010) use a difference-in-differences approach to evaluate the impact of Europe’s Junior Achievement Young Enterprise student mini-company (SMC) programme. They find that the programme had no positive impact: it did not enhance students’ self-assessed entrepreneurial skills, and ‘the effect on the intention to become an entrepreneur is even significantly negative’ (p.443). 

			Most recently Daunfeldt, Halvarsson and Mihaescu (2015) have found that even focusing on so-called high-growth entrepreneurship (as the European Commission calls for) is problematic, since most high-growth firms in a Swedish sample were not very profitable and financially weak, casting doubt over whether they could sustain growth. 

			If entrepreneurship were indeed a magic bullet for development, as many like to suggest, it should not be so difficult to find even some shreds of empirical evidence for a positive and causal relationship between the various measures of entrepreneurship and of development.

			Entrepreneurs often capture the policymaking process 

			‘Throughout history there has been a tussle between those who make their way by honest but unimaginative toil and the gamblers, pirates, hucksters’ – Silberman (1956).

			Iceland was once hailed a ‘miracle economy’ and an example of an entrepreneurial economy par excellence that compared favourably with that global bastion of entrepreneurship, the US. ‘Iceland is a European country with an American labour market’ reported Kaiser (2008) in the Huffington Post. Indeed, by 2008 Iceland’s entrepreneurs had created a financial sector that was worth ten times its GDP. As the sub-prime mortgage crisis started to unfold, however, the country’s bloated financial sector collapsed in October 2008. This was rapidly followed by the collapse of the country’s government in January 2009. What went wrong with the miracle entrepreneurial economy? 

			What happened was that entrepreneurs had captured the financial system and the policymaking process. Only three entrepreneurial families, who made their fortunes in the shipping, brewing and frozen food industries, reportedly obtained complete control over the country’s banks, the Glitnir, Landsbanki and Kaupthing (Mason 2008). Emboldened by the ideology of free markets, financial deregulation and financial engineering, they seemed to have convinced and lobbied policymakers as to the soundness of their business model (read pyramid scheme); convincing them that there were no conflicts of interest between them owning Iceland’s bank and running many large businesses in other sectors of the Icelandic economy. 

			Much has now been written on the government and policy capture that caused the financial crisis in Europe and the US (for a good account, see Johnson and Kwak 2011). With Greece’s economic meltdown jeopardising the entire Eurozone, it is worthwhile recalling that a report in Der Spiegel (8 February 2010) entitled ‘How Goldman Sachs Helped Greece to Mask its True Debt’ explained how the lingering euro-crisis can at least be traced back to the ideological support and free hand of unscrupulous entrepreneurship – of the financial ‘pirates and hucksters’ – in Europe (Balzli 2010). 

			Despite the lack of political and other regulatory oversight in Europe that twisted the incentives of entrepreneurs and businesses in the financial crisis, little has been done to resist run-away entrepreneurialism. This phenomenon was, for instance, highly visible in 2015 in the scandals of Volkswagen, one of Europe’s largest automobile manufacturers, and of the Swiss-based FIFA. In both cases the free hand enjoyed by these organisations led them to act opportunistically, corruptly, and against the public interest – in other words, to behave like ‘pirates and hucksters’. And in both cases it was thanks to US-instigated investigations, and not European inquiries, that the culprits were found out.

			In 2015 Europe had to accommodate millions of refugees fleeing conflict and economic destitution in the Middle East and North Africa. Although there has been much criticism of the EU’s poor handling of the migration crisis, a full discussion is beyond the scope of this article. For present purposes, however, and with growing scepticism over the EU governance system as a result of the scale and scope of the activities of at least 30,000 lobbyists in Brussels (Traynor et al. 2014), the EU’s responses to this crisis cannot be free of entrepreneurial policy capture. Andersson (2012) disconcertingly describes the new business of ‘illegality’ as containing elements in common with the financial crisis: “European states are taking yet another leap with Eurosur and the investments this system entails: surveillance machinery, coordination centres, patrol vehicles and manpower. For the border guards, defence contractors, international organizations and aid agencies involved, clandestine migration has become big business. […] In this growing industry, careers are made, networks created, knowledge and imagery circulated, and money channeled in increasing amounts. […] Here Frontex, pushing the securitization analogy, works much like the offshore ‘special purpose vehicles’ used in derivatives banking before the crisis – spreading risks off-balance-sheet, diffusing accountability away from sovereign states and their elected governments.”

			The examples cited above are proof of the truth that Baumol (1990) recognised 25 years ago, namely that ‘…at times the entrepreneur may even lead a parasitical existence that is actually damaging to the economy. How the entrepreneur acts at a given time and place depends heavily on the rules of the game – the reward structure of the economy – that happen to prevail’. 

			In contemporary Europe the ‘reward structure of society’ is making it increasingly difficult for small businesses to grow and innovate, and steadily encouraging a privileged economic and business elite to resort to unproductive and even destructive actions, including patronage, corruption and rent seeking. Policies too often end up prolonging the life of inefficient and low-productivity firms. Even well-intentioned policies may be fundamentally flawed, because an EU over-eager to raise the number of entrepreneurs will push too many people who lack entrepreneurial ability into the market, with negative spillover effects on those entrepreneurs who do have the skills to start and run a business. 

			The (slow) reversal of fortune

			Although prosperous, Europe is in relative and absolute decline. It is in relative decline as the income and wealth gaps between Europe and many emerging and developing countries are shrinking. It is in absolute decline as many gains made after the Second World War seem to be reversing in several European countries as reflected, for instance, in access to health and education, in rising and stubbornly high unemployment rates, and in Europe’s loss of global political influence (see e.g. Applebaum 2015). Ferguson (2015) refers to this phenomenon as an ‘institutional degeneration’ in Europe. 

			In contrast to today, European powers back in 1494 were so powerful that Portugal and Spain divided the non-European world between the two of them at the Treaty of Tordesillas. But by 2010 Portugal and Spain had become ‘submerging economies’ (Collier 2013) with unemployment rates of around 11 and 25 percent respectively. In 1900 the sun never set on the British Empire. In 2016 the UK has been reduced to ‘an island in the Atlantic somewhere between mainland Europe and the Americas’ voting to leave the EU and with not a single British firm among the Top 100 Innovating Firms worldwide (according to Thomson Reuters 2015).

			The rise and fall of the city of Glasgow is a metaphor for Europe’s entrepreneurs. As Frisby (2014) chronicles, Glasgow rose during the 18th and 19th centuries through entrepreneurs seizing on its favourable location as a harbour and seafaring hub (exploiting the trade winds) and the inventions of the industrial revolution, to become the British Empire’s second greatest city by 1900. Glasgow was considered the best-governed city in Europe and adapted innovatively to many changes in external circumstances: When it lost its position in the tobacco trade after American Independence it moved on to cotton; when steam ships made its position on the trade winds irrelevant, it became a major producer of ships, producing one fifth of the world’s ships between 1890 and 1914. But after 1914 its long and slow relative decline set in. Today Glasgow has, as reported by Frisby (2014), a 30 percent unemployment rate, the UK’s highest homicide rate, and its lowest life expectancy. It is no longer a manufacturing hub. Glasgow’s ‘entrepreneurship’, which helped it to buffer many changes and shocks in the 18th and 19th centuries, was powerless to prevent its decline.

			Perhaps the single most serious challenge facing Europe is a demographic one. Europe’s population is in decline and ageing. Its working age population stopped growing in 2014. This trend will continue notwithstanding current immigration, and even in the face of an (unlikely) baby boom (Falkingham, Heran and Vaupel 2011). The implications for productivity, the social security system, inequality and growth are ominous. This trend will result in older entrepreneurs, as well as more people who enter entrepreneurship for the first time at an older age. Self-employment amongst 50 to 65 year-olds is already increasing sharply in many European countries, particularly in the Netherlands and the UK; in the latter one in five persons in the 50 to 65 year-old age category is self-employed compared to only one in seven in younger age categories (Hatfield 2015). 

			The age-structure of business firms in Europe will also get older along with its population, with the accompanying effect of older business firms being less innovative and less dynamic, and less likely to employ new labour than younger firms. 

			Conclusions

			The millions of small businesses dotting European cities are not driving growth, are faring more and more poorly in terms of earnings compared to wage earners, and are increasingly run by older entrepreneurs. 

			Big businesses in Europe, by contrast, are a thing of the past, with many depending heavily on the Brussels gravy train. When they innovate it is increasingly to reduce dependency on labour in the face of a shrinking working force and sluggish labour productivity growth. Some leave Europe or outsource their jobs, so as to take better advantage of emerging markets and escape altogether from Brussels’ bureaucracy. Some are taken over by more efficient competitors from outside: In 2015 the value of acquisitions of EU-based firms from outside reached its highest level since 19702.

			Demographic changes and institutional shortcomings are thus shaping the profile of entrepreneurship in Europe to look a lot like entrepreneurship in poor countries, where ‘survivalist’ entrepreneurial firms outnumber their ‘transformative’ counterparts and where political influence matters more to business growth than technical abilities. This changes the relationship between entrepreneurship and development. Without taking into account these factors, and without a better understanding of the relationship between economic development and entrepreneurship, the European Commission’s ‘answer to challenges brought by the gravest economic crisis in the last 50 years’ is likely to remain a half-baked response.
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					2	 In recent years prominent European-based firms taken over by foreign competitors included Cadbury’s taken over by Kraft; Pirelli taken over by China’s CNCC; Volvo taken over by Geely’s; Nokia’s mobile phone division taken over by Microsoft; Skype taken over by eBay; Czech airlines bailed out by Korean Air.

				

			

		


		
			Measuring Entrepreneurship and Optimizing Entrepreneurship Policy Efforts in the European Union1

			László Szerb2, Éva Komlósi3 and 
			Balázs Páger4

			
				[image: Szerb.jpg]
			

			
				[image: Koml%c3%b3si.jpg]
			

			
				[image: P%c3%a1ger.jpg]
			

			
			Abstract: In this article we provide a brief review of how entrepreneurship policies have evolved and which implied conceptions of entrepreneurship underlie attempts to measure the phenomenon. We propose that a major shortcoming in policy thinking is the insufficient recognition that entrepreneurship, at a country level, is a systemic phenomenon and should be approached as such. To address this gap, we propose the concept of National Systems of Entrepreneurship (NSE) that recognizes the systemic nature of country-level entrepreneurship, and also recognizes that, although embedded in a country-level context, entrepreneurial processes are fundamentally driven by individuals. We then explain how the Global Entrepreneurship Index methodology is designed to profile National Systems of Entrepreneurship. We apply the Penalty for Bottleneck (PFB) methodology to examine the entrepreneurial performance of the European Union (EU). Comparing the EU and US entrepreneurship scores, Europe is seemingly lagging behind the US. According to the GEI scores, the EU countries reveal considerable differences in their entrepreneurial performance. Moreover, in EU member countries even larger differences over the 14 pillars of entrepreneurship prevail. In addition to highlightingbottleneck factors, the index also provides rough indications of how much a country should seek to alleviate a given bottleneck. While there are numerous ways to improve entrepreneurship in the EU and its member states, we analyze only one simple situation. An important implication of the analysis is that uniform policy does not work, and the EU member states should apply different policy mixes to achieve the same improvement in the GEI points.

			Introduction

			Policies to support entrepreneurship have evolved over the past 30-odd years, from encouraging the entry and operation of small- and medium-sized firms (SMEs) towards more qualitatively nuanced (in terms of the quality of entrepreneurial entries addressed), refined, and more accurately targeted policies. All of these policies are based, at best, on limited consideration of what entrepreneurship actually means as a country-level phenomenon and what the possible implications might be for the design and implementation of policies to support entrepreneurship. In this introduction, we begin by providing a brief review of how entrepreneurship policies have evolved and what implied conceptions of entrepreneurship underlie attempts to measure the phenomenon.

			Although the role of entrepreneurship in economic development is progressively becoming clearer, our understanding of policies to develop the potential of entrepreneurship remains limited. This argument is largely explained by the discrepancy between the definition and the measure of entrepreneurship. While the complex and multidimensional character of entrepreneurship is extensively recognized (Verheul et al. 2001; Capello and Lenzi 2016), major measures of entrepreneurship are still being thwarted. Over the past decades, significant progress has been made in propelling the measurement of entrepreneurship. Despite this progress, there is a significant divide between quantity type indices of entrepreneurial activity and measures based on the quality aspects of entrepreneurship. Quantity type (or output) indicators track the incidence of business ownership (new firms) or self-employment entries within populations. In these measures, entrepreneurship is conceived of as the creation of a new business organization or an entry into self-employment. Examples of such output indicators include the Global Entrepreneurship Monitor’s (GEM) Total Entrepreneurial Activity (TEA) index (Reynolds et al. 2005); the OECD-Eurostat’s Entrepreneurship Indicators (e.g. Lunati, Meyer zu Schlochtern and Sargsayan 2010; OECD-Eurostat 2007); the World Bank’s Entrepreneurship Survey (World Bank 2011); and the Flash Eurobarometer survey (Gallup 2009). Another indicator of entrepreneurship is the Kauffman Index of Entrepreneurial Activity (KIEA), which measures the adult non-business owner population that start a new business (Fairlie 2012). Examples of indices measuring population-level attitudes include the Eurobarometer survey (Gallup 2009); the World Values Survey, GEM, and the International Social Survey (ISSP 1997). The use of the attitude-related measures to proxy entrepreneurship is particularly problematic because the mechanism swaying the vaguely defined attitudes to business start-ups remains unclear (Acs, Autio and Szerb 2014). 

			Nevertheless, these still frequently used start-up, ownership and business density rates are problematic because these uni-dimensional indices do not consider only one side, the quality aspects of entrepreneurship (Acs and Szerb 2011; Shane 2009). Mann and Shideler (2015) emphasize that the problem with density type indices is that policy makers with their programs targeting economic growth may only increase the number of firms, rather than catalyzing the creative destruction process. Lenihan (2011) also demonstrates that traditional uni-dimensional indicators (such as jobs created or retained) are too narrow metrics to measure the impact of firm policy interventions, because these proxies focus exclusively on private firm impact, rather than on broader socioeconomic impacts. Thurik, Stam and Audretsch (2013) mention a shift in entrepreneurial policy that is related to the paradigm shift from a managed economy to an entrepreneurial economy. In their view, policies have to be created that focus on dynamic capitalism in which entrepreneurship plays a key role, instead of promoting more new firms. In their paper Guzman and Stern (2016) focus both on the role of entrepreneurial quantity and quality. The authors calculate measures on an annual basis for the 15 states of the United States for the period from 1988–2014. They create three composite indices to measure both changes in entrepreneurial potential and ecosystem: the Entrepreneurial Quality Index (EQI, measuring the average quality level among a group of start-ups within a given cohort), the Regional Entrepreneurship Cohort Potential Index (RECPI, measuring the growth potential of firms founded within a given region and time period) and the Regional Entrepreneurship Acceleration Index (REAI, measuring the performance of a region over time in realizing the potential of firms founded there). According to their key finding, they observed a three to four-fold drop in the US entrepreneurial ecosystem performance while observing very little drop in overall entrepreneurial potential.

			The target of entrepreneurship policy has become one of the most widely debated questions in recent decades, as well as the issue of whether promoting entrepreneurial activity and firms in general makes entrepreneurship policy successful. In their empirical research Fritsch and Schroeter (2009) point out that the marginal effect of new business formation on regional employment may decline with the increase in the number of start-ups; and that the marginal effect may even become negative. They therefore conclude that policy efforts should promote high-quality start-ups in order to create economic growth. Vivarelli (2012) noticed that policy makers have to take into consideration the heterogeneity of entrepreneurs, and their motivation for founding a new firm. Furthermore, entrepreneurial policies have to support firm entries whose activities are primarily based on technological renewal and economic growth. Stam et al. (2007) find that high-growth entrepreneurships have a higher influence on economic growth than entrepreneurial activity in general. Mason and Brown (2013) also stress the heterogeneity of high-growth firms. They claim that entrepreneurial policies also have to support start-ups, and not only high-growth firms, by applying better targeted policy interventions towards high-potential new firms. They also refer on the debate in the literature over which firms should be promoted if entrepreneurship policy does not support firms in general. 

			It is clear, however, that the quality of entrepreneurship cannot be measured by the number of firms or by the distinctive characteristics of entrepreneurs alone. Meanwhile a shift of entrepreneurship policy in thinking seems to have occurred from direct intervention increasing the number of firms towards creating a more supportive environment or climate, namely an adequate ecosystem for entrepreneurs. The entrepreneurial ecosystem approach thus examines the entrepreneurial individual instead (not the company itself), as well as emphasizes the role played by the entrepreneurship context. 

			Several studies try to identify those factors determining (allowing or restricting) the level of entrepreneurship and offer different theoretical perspectives and frameworks for organizing a broad range of determinants that explain the level of high-quality entrepreneurship, including economic, social and cultural institutions (OECD 2008; Sternberg 2009; Feld 2012; Isenberg 2011, WEF 2013, Annoni and Dijkstra 2013; Stam 2015). Freytag and Noseleit (2009) find that the better a country’s institutions are, the higher entrepreneurs’ acceptance of them is. The difference in acceptance levels among entrepreneurs and non-entrepreneurs decreases as the quality of a country’s institutions improves. The authors highlight the fact that small differences may also influence institutional acceptance. In his paper Rodríguez-Pose (2013) also discusses the importance of institutions in terms of European regional economic development. He notes that the EU needs to create institutional-based regional development strategies that are specifically tailor-made for the different local environments across European regions. However, the author also points out the difficulties in establishing the right mix of formal and informal institutions. 

			In their theoretical framework Verheul et al. (2001) distinguish between the demand and supply side of entrepreneurship. Here the demand side refers to the opportunities for entrepreneurship. According to the authors, the diversity in consumer demand is important, because the greater this diversity, the more leeway is created for entrepreneurs. In the model the supply side of entrepreneurship encompasses a range of different factors: industrial structure (sector structure, networking), also influenced by technological developments, government regulations, demographic composition, culture and formal institutions. In addition to environmental factors the authors consider in their model that the effect of the individual risk-reward profile “represents the process of weighing alternative types of employment and is based on opportunities (environmental characteristics), resources, ability, personality traits and preferences (individual characteristics)” (Verheul et al. 2001, 9). Audretsch and Belitski (2016) define the efficient entrepreneurial ecosystem as a complex system of interactions among individuals within the institutional, socioeconomic and informational context. They emphasize a holistic policy approach to the entrepreneurial ecosystem. Acs et al. (2016) focus on the public policy question regarding entrepreneurial policy, namely: “Does the environment allow the entrepreneur to complete the production function and fill in the missing input markets?”. In their view, public policy interventions should promote the creation of an enabling environment. The Dutch entrepreneurial ecosystem may serve as a European example, in which four main framework conditions of the entrepreneurial ecosystem could be identified: changing formal institutions to better support labor mobility; strengthening public demand for entrepreneurs by financing new knowledge creation and application; promoting a culture of entrepreneurship and developing physical infrastructure to upgrade knowledge circulation and networks (Stam 2014). Dilli and Elert (2016) analyze the present entrepreneurial climate across 21 EU member states and identify institutions that are potentially relevant to this climate. They highlight the presence of varieties of entrepreneurial regimes in Europe in terms of their climate. By identifying a number of potentially relevant entrepreneurship indicators, as well as potentially relevant formal and informal institutions, their findings also suggest that there is no one-size-fits-all approach to creating an entrepreneurial society in Europe. 

			The phenomenon of entrepreneurship has been extensively studied at both the individual and contextual levels, but the studies do not provide insight into how individuals interact with their systemic contexts, and the complex recursive relationships between the two levels have not been paid much attention. In this paper we propose that a major shortcoming in policy thinking is the insufficient recognition that entrepreneurship, at a country level, is a systemic phenomenon and should be approached as such. To address this gap, we propose the concept of National Systems of Entrepreneurship that recognizes the systemic character of country-level entrepreneurship, and also recognizes that, although embedded in a country-level context, entrepreneurial processes are fundamentally driven by individuals (Acs, Autio and Szerb 2014). We then explain how the GEI methodology is designed to profile National Systems of Entrepreneurship. Finally, using the European Union member countries, we illustrate how the GEI method enables policy makers to develop a better understanding of the systemic characteristics of country-level entrepreneurship and to identify priority areas for national and EU level entrepreneurship policy. This study is a significantly amended version of a previous paper on the measurement and examination of entrepreneurship policy in the EU countries by Szerb, Acs and Autio (2013). Changes include methodology, and the time frame and there has been a considerable alteration of the institutional variables that has resulted in a more sophisticated structure of the National System of Entrepreneurship. The evaluation of the results has changed in line with these alterations. 

			Entrepreneurship measurement and the Global Entrepreneurship Index (GEI) perspective

			Based on the inconsistencies in terms of the definition, the measurement, and the policy domain of entrepreneurship, Acs and Szerb (2011, 2012) and Acs, Autio and Szerb (2014) developed the Global Entrepreneurship Index (GEI)5 that serves to measure country level entrepreneurship. The GEI takes into account that: 

			
				•	entrepreneurship is a multifaceted phenomenon that requires a complex measure;

				•		a proper measure should be used to consider the quality aspects of entrepreneurship, instead of a quantity-based approach;

				•		both the individual efforts/capabilities and the environmental/institutional aspects of entrepreneurship are important;

				•		the different aspects/components of the entrepreneurship constitute a system where the interrelation of the elements is vital;

				•		entrepreneurship policy should be formulated from a system perspective by providing a tailor-made policy mix that fits to a particular country’s entrepreneurial profile, rather than providing one size fits all universal suggestions. 

			

			
GEI defines country level entrepreneurship as the National System of Entrepreneurship that: “…is the dynamic, institutionally embedded interaction between entrepreneurial attitudes, abilities, and aspirations, by individuals, which drives the allocation of resources through the creation and operation of new ventures” (Acs, Autio and Szerb 2014, 479). GEI proposes five levels of index building as the GEI super-index measuring entrepreneurship at the country level, the three sub-indexes (attitudes, abilities and aspirations), 14 pillars, 28 variables and 49 indicators. All pillars contain an individual and an institutional variable component. Viewed from a system perspective, GEI takes into account the connection between the individual and the institutional factors as interacting variables. More recently, the institutional components of the GEI have been reviewed and changed. In this paper we present the amended, new version of GEI as presented in Table 1.
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							The structure of the Global Entrepreneurship Index (GEI)

						
					
					

					
							
							Sub-indexes

						
							
							Pillars

						
							
							Variables*

						
					





							
							Attitudes sup-index
						
							
							Opportunity perception

						
							
							Opportunity

Freedom and property

						
					








					
					
						
							
							Start-up skills

						
							
							Skill
 Education

						
					

					


					
						
							
							Risk perception

						
							
							Risk acceptance
Country risk

						
					







				
					
						
							
							Networking

						
							
							Knowent
Connectivity



						
					

					
					
						
							
						
							
							Cultural support

						
							
							Carstat
Corruption



						
					

					
					
							Abilities sub-index
							
						
							
							Opportunity start-up

						
							
							Teaopport
Taxgovern


						
					

					
					
						
							
							Technology absorption

						
							
							Techsect
Techabsorp


						
					

					
					
						
							
							Human capital

						
							
							Higheduc
Labor market


						
					

					
					
						
							
							Competition

						
							
							Compet
Compregulation



						
					

					
					
                        	
							Aspiration sub-index

						
						
							
							Product innovation

						
							
							Newp
Techtransfer


						
					

					
					

						
							
							Process innovation

						
							
							Newt
Science


						
					

					
					
						
							
							High growth

						
							
							Gazelle
Finance and strategy


						
					

					
					
						
							
							Internationalization

						
							
							Export
Economic complexity


						
					

				
					
						
							
							Risk capital

						
							
							Infinv
Depth of capital market

						
					

				
					
							
							*Individual variables are in italics, to be distinguished from institutional ones.
Source: The authors.


						
					

				
			

			


		

				
			

			
			How, then, to define the basic building block of entrepreneurial attitudes, abilities, and aspirations? Entrepreneurial attitudes reflect people’s attitudes toward entrepreneurship. It involves opportunity recognition, start-up skills, risk perception, networking, and cultural supports for entrepreneurs. Institutional embedding is expressed as in property rights and economic freedom, the quality of a country’s education system, its riskiness, connectivity potential, and the prevalence of corruption. 

			Entrepreneurial abilities include some important characteristics of the entrepreneur that determine the extent to which new start-ups will have potential for growth, such as motivation based on opportunity as opposed to necessity, the potential technology-intensity of the start-up, the entrepreneur’s level of education and the level of competition. These individual factors coincide with the proper institutional factors of taxation and the efficiency of government operation (Taxgovern), technology absorption capability, the freedom of the labor market and the extent of staff training (Labor Market), the dominance of powerful business groups, as well as the effectiveness of antimonopoly regulation (Compregulation). 

			Entrepreneurial aspiration refers to the distinctive, qualitative, strategy-related nature of entrepreneurial activity. The individual and institutional factors of product and process innovation such as technology transfer, the applied research potential of science, high growth expectations, venture capital availability and strategy sophistication (Finance and Strategy), internationalization and the availability of risk financing constitute entrepreneurial aspirations (Acs, Autio and Szerb 2014). A full, brief description of the pillars is shown in Table 2. For more details and a description of the variables see Appendix 1A and 1B.
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							Description of the GEI index pillars

						
						
					

					
							
							Pillar name

						
							
							Description

						
					

					
							
							Opportunity Perception

						
							
							Opportunity Perception refers to the entrepreneurial opportunity perception potential of the population and weights this against the freedom of the country and property rights. 

						
					

					
							
							Start-up Skill

						
							
							Start-up Skill captures the perception of start-up skills in the population and weights this aspect with the quality of education.

						
					

					
							
							Risk Acceptance

						
							
							Risk Acceptance captures the inhibiting effect of fear of failure of the population on entrepreneurial action combined with a measure of the country’s risk.

						
					

					
							
							Networking

						
							
							This pillar combines two aspects of Networking: (1) a proxy of the ability of potential and active entre-preneurs to access and mobilize opportunities and resources and (2) the ease of access to reach each other.

						
					

					
							
							Cultural

							Support

						
							
							The Cultural Support pillar combines how positively a given country’s inhabitants view entrepreneurs in terms of status and career choice and how the level of corruption in that country affects this view.

						
					

					
							
							Opportunity Start-up

						
							
							The Opportunity Start-up pillar captures the prevalence of individuals who pursue potentially better quality opportunity-driven start-ups (as opposed to necessity-driven start-ups) weighted with the combined effect of taxation and government quality of services.

						
					

					
							
							Technology Absorption

						
							
							The Technology Absorption pillar reflects the technology-intensity of a country’s start-up activity combined with a country’s capacity for firm-level technology absorption.

						
					

					
							
							Human Capital

						
							
							The Human Capital pillar captures the quality of entrepreneurs as weighing the percentage of start-ups founded by individuals with higher than secondary education with a qualitative measure of the propensity of firms in a given country to train their staff combined with the freedom of the labor market.

						
					

					
							
							Competition

						
							
							The Competition pillar measures the level of the product or market uniqueness of start-ups combined with the market power of existing businesses and business groups as well as with the effectiveness of competitive regulation.

						
					

					
							
							Product Innovation

						
							
							The Product Innovation pillar captures the tendency of entrepreneurial firms to create new products weighted by the technology transfer capacity of a country.

						
					

					
							
							Process Innovation

						
							
							The Process Innovation pillar captures the use of new technologies by start-ups combined with the Gross Domestic Expenditure on Research and Development (GERD) and the potential of a country to conduct applied research.

						
					

					
							
							High Growth

						
							
							The High Growth pillar is a combined measure of (1) the percentage of high-growth businesses that intend to employ at least ten people and plan to grow more than 50 percent in five years (2) the availability of venture capital and (3) business strategy sophistication.

						
					

					
							
							Inter-nationalization

						
							
							The Internationalization pillar captures the degree to which a country’s entrepreneurs are internationalized, as measured by businesses’ exporting potential weighted by the level of economic complexity of the country.

						
					

					
							
							Risk Capital

						
							
							The Risk Capital pillar combines two measures of finance: informal investment in start-ups and a measure of the depth of the capital market. Availability of risk capital is to fulfill growth aspirations.

						
					


							
							Source: The authors.

						
						
					

				
			

			
		
			
	
		
			It is important to note here that the GEI three sub-indexes of attitudes, abilities and aspiration, their 14 pillars, 28 variables and 49 indicators only partially capture the National System of Entrepreneurship, which limits its general use for policy purposes. 

			While the holistic view of entrepreneurship has had a long history (Audretsch and Belitski 2016, Hofer and Bygrave 1992, Park 2005) the identification and the interrelation of the elements of the system of entrepreneurship is less elaborate. For example, recent developments in the literature on the entrepreneurship ecosystem (Isenberg 2011, Mason and Brown 2014, Stam 2015, Stangler and Bell-Masterson 2015) focus on identifying the elements of the system, but neglect to examine the connection amongst these elements. Reflecting on this gap, Acs, Autio and Szerb (2014) developed the Penalty for Bottleneck (PFB) methodology that views the 14 pillars of entrepreneurship in interaction with one another. In line with Miller’s configuration theory (Miller 1986, 1996), we assert that entrepreneurial performance is more a function of the harmonization of the pillars than it is of the strength of individual pillars themselves. Thus, optimal entrepreneurial performance requires that the normalized and adjusted values of the 14 pillars are equal. 

			An important characteristic of the PFB methodology is the identification of the weakest link in the system of entrepreneurship (Goldratt 1994, Tol and Yohe 2006). Practically it means that the lowest-value pillar constitutes a bottleneck in the system impeding all the other better performing pillars. As a result, the better performing pillars should be penalized because of the distortion. The size of the penalty depends on the magnitude of the bottleneck: The larger the difference between a particular pillar and the bottleneck pillar, the larger the penalty is. The PFB methodology is summarized in the following equation by assuming an exponential penalty function of Casadio Tarabusi and Palazzi (2012):
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(1)





			where hi,j is the modified, after penalty value of the entrepreneurship feature j of country i

			yi,j is the normalized value of the original entrepreneurship feature j of country i

			min yi,j is the minimum, normalized value of the original entrepreneurship feature j of country i

			i = 1, 2,……m (the number of countries)

			j = 1, 2,……n (the number of entrepreneurial features)

			The pillars are the basic building blocks of the sub-indexes: entrepreneurial attitudes, entrepreneurial abilities, and entrepreneurial aspirations. The value of a sub-index for any country is the arithmetic average of its PFB-adjusted pillars for that sub-index multiplied by 100. The maximum value of the sub-indices is 100 and the potential minimum is 0, both of which reflect the relative position of a country in a particular sub-index.
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			The super-index, the Global Entrepreneurship Index, is simply the average of the three sub-indices. Since 100 represents the theoretically available limit, the GEI points can also be interpreted as a measure of the efficiency of the entrepreneurship resources.
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			where i = 1, 2,……n = the number of countries

			For the detailed description of the methodology we refer to Acs, Szerb and Autio (2016, p. 71–91).

			There are some important policy-related consequences of the PFB methodology. Firstly, the different pillars cannot be fully substituted for each other. In other words, the performance of the better performing pillar only partially compensates for the bad performance of the bottleneck pillar. Secondly, the whole GEI index can be improved the most by increasing the bottleneck pillar. The magnitude of the enhancement depends on the relative size of the bottleneck as compared to the other pillars. Thirdly, for policy makers it means that the enhancement of the worst performing bottleneck pillar is the most important priority for entrepreneurship policy.

			Measuring and comparing the level of entrepreneurship in the European Union member states

			We have data for 26 out of the 28 EU member countries, except for Cyprus and Malta. The individual data are from the 2011 and 2015 cycles of the Global Entrepreneurship Monitor Adult Population Survey (APS). There are various sources of the applied institutional data representing the same years as the individual data (Appendix 1A, 1B). In order to decrease measurement error and maximize the number of investigated countries, we use the average of the 2011–2015 five years’ time period (Table 3). 
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	The examined European Union countries and years of data availability



					
							
							Country

						
							
							Years

						
							
							Country

						
							
							Years

						
					

					
							
							Austria

						
							
							2012, 2014

						
							
							Italy

						
							
							2012–2015

						
					

					
							
							Belgium

						
							
							2011–2015

						
							
							Latvia

						
							
							2011–2013, 2015

						
					

					
							
							Bulgaria

						
							
							2015

						
							
							Lithuania

						
							
							2011–2014

						
					

					
							
							Croatia

						
							
							2011–2015

						
							
							Luxembourg

						
							
							2013–2015

						
					

					
							
							Czech Republic

						
							
							2011, 2013

						
							
							Netherlands

						
							
							2011–2015

						
					

					
							
							Denmark

						
							
							2011, 2012, 2014

						
							
							Poland

						
							
							2011–2015

						
					

					
							
							Estonia

						
							
							2012–2015

						
							
							Portugal

						
							
							2011–2015

						
					

					
							
							Finland

						
							
							2011–2015

						
							
							Romania

						
							
							2011–2015

						
					

					
							
							France

						
							
							2011–2014

						
							
							Slovak Republic

						
							
							2011–2015

						
					

					
							
							Germany

						
							
							2011–2015

						
							
							Slovenia

						
							
							2011–2015

						
					

					
							
							Greece

						
							
							2011–2015

						
							
							Spain

						
							
							2011–2015

						
					

					
							
							Hungary

						
							
							2011–2015

						
							
							Sweden

						
							
							2011–2015

						
					

					
							
							Ireland

						
							
							2011–2015

						
							
							United Kingdom

						
							
							2011–2015

						
					

	Source: The authors.


				
			

			
		
			
			While we have data for a total of 93 countries in the 2011–2015 time period, we focus mainly on the 26 EU member countries. Table 4 presents the overall GEI scores ranking of all the 93 countries. The EU member countries rank from 2nd to 70th place. The entrepreneurial performance of the EU member countries varies significantly from 77.2 to 22.7: the second ranked Sweden has a score that is more than triple that of 70th ranked Bulgaria. However, there are only two EU countries, Sweden and Denmark, in the top five. Anglo-Saxon countries, namely the US, Australia, Canada, UK and the Nordic countries, dominate the top spots in the index ranking. There are ten EU countries situated in the first 15 places: Sweden, Canada, Switzerland, Denmark, Australia, United Kingdom, Netherlands, Ireland, Finland, France, Belgium, Germany and Austria. While the difference between the number one ranked US and second-place Sweden is only 4.6 percent, this gap is 13 percent between the US and the seventh ranked UK; and 21.6 percent between the US and Austria, which ranks 14 in the index. In the four Southern European countries, Portugal, Spain, Italy, and Greece, entrepreneurial performance is below the level which could be expected given their economic development. More specifically, the fact that Italy and Greece rank below many developing EU and non-EU countries is disappointing. 
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	The Global Entrepreneurship Index Rank of the 93 countries, 2011–2015


					
							
							Rank

						
							
							Country

						
							
							GDP*

						
							
							GEI

						
							
							Rank

						
							
							Country

						
							
							GDP

						
							
							GEI

						
							
							Rank

						
							
							Country

						
							
							GDP

						
							
							GEI

						
					





					
							
							1

						
							
							United States

						
							
							50756

						
							
							80.9

						
							
							32

						
							
							Turkey

						
							
							17634

						
							
							43.8

						
							
							63

						
							
							Trinidad & Tobago

						
							
							29155

						
							
							24.5

						
					

					
							
							2

						
							
							Sweden

						
							
							43927

						
							
							77.2

						
							
							33

						
							
							Czech Republic

						
							
							28075

						
							
							43.5

						
							
							64

						
							
							Philippines

						
							
							6796

						
							
							23.9

						
					

					
							
							3

						
							
							Canada

						
							
							41846

						
							
							76.5

						
							
							34

						
							
							Bolivia

						
							
							5934

						
							
							42.6

						
							
							65

						
							
							Argentina

						
							
							17636

						
							
							23.7

						
					

					
							
							4

						
							
							Switzerland

						
							
							54387

						
							
							76.3

						
							
							35

						
							
							Slovak Republic

						
							
							25659

						
							
							42.3

						
							
							66

						
							
							El Salvador

						
							
							7515

						
							
							23.5

						
					

					
							
							5

						
							
							Denmark

						
							
							42428

						
							
							76.2

						
							
							36

						
							
							Latvia

						
							
							20080

						
							
							41.2

						
							
							67

						
							
							Belize

						
							
							8215

						
							
							23.1

						
					

					
							
							6

						
							
							Australia

						
							
							42103

						
							
							74.5

						
							
							37

						
							
							Hungary

						
							
							22624

						
							
							40.6

						
							
							68

						
							
							Ghana

						
							
							3668

						
							
							23.0

						
					

					
							
							7

						
							
							United Kingdom

						
							
							36806

						
							
							70.5

						
							
							38

						
							
							Tunisia

						
							
							10232

						
							
							38.9

						
							
							69

						
							
							Egypt

						
							
							9807

						
							
							22.7

						
					

					
							
							8

						
							
							Netherlands

						
							
							45733

						
							
							69.7

						
							
							39

						
							
							Colombia

						
							
							11621

						
							
							38.7

						
							
							70

						
							
							Bulgaria

						
							
							16022

						
							
							22.7

						
					

					
							
							9

						
							
							Ireland

						
							
							44234

						
							
							68.6

						
							
							40

						
							
							Uruguay

						
							
							18123

						
							
							36.6

						
							
							71

						
							
							Algeria

						
							
							12626

						
							
							22.5

						
					

					
							
							10

						
							
							Finland

						
							
							39318

						
							
							67.6

						
							
							41

						
							
							Italy

						
							
							34605

						
							
							36.5

						
							
							72

						
							
							Vietnam

						
							
							5043

						
							
							22.2

						
					

					
							
							11

						
							
							France

						
							
							37112

						
							
							65.8

						
							
							42

						
							
							Malaysia

						
							
							21930

						
							
							36.5

						
							
							73

						
							
							Nigeria

						
							
							5207

						
							
							22.1

						
					

					
							
							12

						
							
							Belgium

						
							
							40913

						
							
							64.8

						
							
							43

						
							
							Greece

						
							
							26097

						
							
							35.7

						
							
							74

						
							
							Indonesia

						
							
							9278

						
							
							21.2

						
					

					
							
							13

						
							
							Germany

						
							
							42868

						
							
							63.9

						
							
							44

						
							
							China

						
							
							10822

						
							
							35.1

						
							
							75

						
							
							Brazil

						
							
							14416

						
							
							21.0

						
					

					
							
							14

						
							
							Austria

						
							
							44308

						
							
							63.5

						
							
							45

						
							
							Romania

						
							
							17731

						
							
							34.6

						
							
							76

						
							
							Iran

						
							
							15812

						
							
							20.9

						
					

					
							
							15

						
							
							Taiwan

						
							
							38122

						
							
							63.1

						
							
							46

						
							
							Botswana

						
							
							14779

						
							
							34.2

						
							
							77

						
							
							Jamaica

						
							
							8499

						
							
							20.6

						
					

					
							
							16

						
							
							Norway

						
							
							62907

						
							
							60.1

						
							
							47

						
							
							Barbados

						
							
							15247

						
							
							33.7

						
							
							78

						
							
							Zambia

						
							
							3678

						
							
							20.6

						
					

					
							
							17

						
							
							Chile

						
							
							20687

						
							
							59.1

						
							
							48

						
							
							South Africa

						
							
							11967

						
							
							33.5

						
							
							79

						
							
							Ecuador

						
							
							10333

						
							
							20.6

						
					

					
							
							18

						
							
							Israel

						
							
							30617

						
							
							59.0

						
							
							49

						
							
							Croatia

						
							
							20033

						
							
							32.2

						
							
							80

						
							
							Bosnia and Herzegovina

						
							
							9232

						
							
							20.0

						
					

					
							
							19

						
							
							Luxembourg

						
							
							79718

						
							
							58.7

						
							
							50

						
							
							Costa Rica

						
							
							13431

						
							
							31.1

						
							
							81

						
							
							Senegal

						
							
							2198

						
							
							19.7

						
					

					
							
							20

						
							
							Qatar

						
							
							127562

						
							
							57.6

						
							
							51

						
							
							Kazakhstan

						
							
							21089

						
							
							30.1

						
							
							82

						
							
							Guatemala

						
							
							6953

						
							
							17.9

						
					

					
							
							21

						
							
							Estonia

						
							
							24852

						
							
							55.2

						
							
							52

						
							
							Namibia

						
							
							8995

						
							
							29.8

						
							
							83

						
							
							Suriname

						
							
							15556

						
							
							17.8

						
					

					
							
							22

						
							
							Singapore

						
							
							74314

						
							
							52.2

						
							
							53

						
							
							Lebanon

						
							
							16777

						
							
							29.6

						
							
							84

						
							
							Ethiopia

						
							
							1 427

						
							
							17.8

						
					

					
							
							23

						
							
							Slovenia

						
							
							28180

						
							
							51.8

						
							
							54

						
							
							Macedonia

						
							
							11519

						
							
							28.9

						
							
							85

						
							
							Libya

						
							
							23032

						
							
							17.2

						
					

					
							
							24

						
							
							United Arab Emirates

						
							
							57380

						
							
							49.7

						
							
							55

						
							
							Peru

						
							
							10719

						
							
							28.5

						
							
							86

						
							
							Malawi

						
							
							740

						
							
							16.5

						
					

					
							
							25

						
							
							Korea

						
							
							31890

						
							
							49.4

						
							
							56

						
							
							Thailand

						
							
							13495

						
							
							28.1

						
							
							87

						
							
							Pakistan

						
							
							4261

						
							
							16.0

						
					

					
							
							26

						
							
							Japan

						
							
							34872

						
							
							49.2

						
							
							57

						
							
							Panama

						
							
							16836

						
							
							27.4

						
							
							88

						
							
							Cameroon

						
							
							2810

						
							
							14.7

						
					

					
							
							27

						
							
							Portugal

						
							
							26171

						
							
							46.0

						
							
							58

						
							
							Mexico

						
							
							15958

						
							
							27.0

						
							
							89

						
							
							Uganda

						
							
							1345

						
							
							13.8

						
					

					
							
							28

						
							
							Spain

						
							
							32132

						
							
							45.7

						
							
							59

						
							
							India

						
							
							5220

						
							
							25.9

						
							
							90

						
							
							Angola

						
							
							7271

						
							
							13.8

						
					

					
							
							29

						
							
							Poland

						
							
							22390

						
							
							45.1

						
							
							60

						
							
							Morocco

						
							
							6958

						
							
							25.7

						
							
							91

						
							
							Venezuela

						
							
							16537

						
							
							13.0

						
					

					
							
							30

						
							
							Lithuania

						
							
							22713

						
							
							44.2

						
							
							61

						
							
							Russia

						
							
							22795

						
							
							24.8

						
							
							92

						
							
							Burkina Faso

						
							
							1530

						
							
							11.9

						
					

					
							
							31

						
							
							Puerto Rico

						
							
							31426

						
							
							44.0

						
							
							62

						
							
							Georgia

						
							
							6946

						
							
							24.6

						
							
							93

						
							
							Bangladesh

						
							
							2459

						
							
							11.6

						
					

					
							
							  * GDP per capita in international $ World Bank, average over the 2011–2015 time period.

							  In italics: European Union member states.

Source: The authors.


							
						
						

				
			

	
			The best new member state Estonia ranks 21st with a solid performance of 55.2 GEI points. Slovenia, Poland, and Lithuania have relatively high GEI point scores in terms of their development. The Czech Republic, the Slovak Republic and Hungary also perform acceptably. The three most poorly developed EU member countries, Romania, Croatia and Bulgaria, are at the bottom of the EU GEI rank.

			Comparing the EU to the US highlights the superiority of the US: The EU average GEI is 56.6 while that of the US is 80.9, marking a 31 percent difference! Dividing the EU-member countries into the Old (pre-2004 members) and the New (the countries that joined in 2004 and 2007), there is a significant difference in the entrepreneurial performance: The Old members’ GEI average is 60.7 while the New member states’ GEI average is only 41.2. 

			The entrepreneurial strengths and weaknesses of European Union member states

			To analyze the entrepreneurial strengths and weaknesses of EU countries, we need to decompose the GEI index. While it is possible to investigate entrepreneurship related to the three sub-indexes and GEI scores, here we focus on the analysis of the 14 pillars. Table 5 shows the 14 pillars, the three sub-indices and the GEI values for each of the 26 European Union member states and the US, as a benchmarking country.

			The pillar scores in Table 5 are calculated as the normalized and adjusted points of the pillars including all the 93 countries, where the worst country receives the lowest score and the best country receives a point 1. While the overall pillar scores of the EU averages are relatively balanced, EU member countries seem to score high in the aspiration-related pillars of Internationalization, Process Innovation and Risk Capital, and in ability-related pillars of Opportunity Start-up and Technology Absorption. By contrast, EU countries score relatively low in the attitude-related pillars like Networking, Opportunity Perception, Risk Acceptance and Cultural Support. 
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The normalized score values of the 14 pillars, the three sub-indices and the GEI scores of entrepreneurship in the European Union member countries and the US


					
							
							Country

						
							
							1

						
							
							2

						
							
							3

						
							
							4

						
							
							5

						
							
							6

						
							
							7

						
							
							8

						
							
							9

						
							
							10

						
							
							11

						
							
							12

						
							
							13

						
							
							14

						
							
							ATT

						
							
							ABT

						
							
							ASP

						
							
							GEI

						
					

					
							
							Austria

						
							
							0.78

						
							
							0.86

						
							
							0.69

						
							
							0.60

						
							
							0.61

						
							
							0.82

						
							
							0.91

						
							
							0.53

						
							
							0.81

						
							
							0.75

						
							
							0.71

						
							
							0.33

						
							
							0.84

						
							
							0.59

						
							
							64.0

						
							
							67.7

						
							
							58.6

						
							
							63.5

						
					

					
							
							Belgium

						
							
							0.70

						
							
							0.67

						
							
							0.60

						
							
							0.43

						
							
							0.59

						
							
							0.64

						
							
							0.62

						
							
							0.82

						
							
							0.82

						
							
							0.70

						
							
							0.88

						
							
							0.52

						
							
							0.84

						
							
							0.72

						
							
							57.9

						
							
							68.2

						
							
							68.4

						
							
							64.8

						
					

					
							
							Denmark

						
							
							1.00

						
							
							0.63

						
							
							0.73

						
							
							0.70

						
							
							0.94

						
							
							1.00

						
							
							1.00

						
							
							1.00

						
							
							1.00

						
							
							1.00

						
							
							0.75

						
							
							0.60

						
							
							0.43

						
							
							1.00

						
							
							73.3

						
							
							86.4

						
							
							68.9

						
							
							76.2

						
					

					
							
							Finland

						
							
							1.00

						
							
							0.96

						
							
							0.79

						
							
							1.00

						
							
							0.96

						
							
							0.93

						
							
							0.66

						
							
							0.39

						
							
							0.50

						
							
							0.84

						
							
							0.94

						
							
							0.60

						
							
							0.57

						
							
							0.51

						
							
							81.0

						
							
							57.7

						
							
							64.1

						
							
							67.6

						
					

					
							
							France

						
							
							0.56

						
							
							0.44

						
							
							0.67

						
							
							0.75

						
							
							0.69

						
							
							0.64

						
							
							1.00

						
							
							0.55

						
							
							0.71

						
							
							0.83

						
							
							0.89

						
							
							0.59

						
							
							0.71

						
							
							0.71

						
							
							59.9

						
							
							67.4

						
							
							69.9

						
							
							65.8

						
					

					
							
							Germany

						
							
							0.74

						
							
							0.50

						
							
							0.59

						
							
							0.41

						
							
							0.80

						
							
							0.75

						
							
							0.85

						
							
							0.41

						
							
							0.88

						
							
							0.67

						
							
							0.81

						
							
							0.62

						
							
							0.77

						
							
							0.72

						
							
							58.1

						
							
							66.5

						
							
							67.2

						
							
							63.9

						
					

					
							
							Greece

						
							
							0.18

						
							
							0.77

						
							
							0.22

						
							
							0.34

						
							
							0.26

						
							
							0.48

						
							
							0.52

						
							
							0.44

						
							
							0.33

						
							
							0.28

						
							
							0.47

						
							
							0.14

						
							
							0.50

						
							
							0.63

						
							
							31.4

						
							
							39.7

						
							
							36.0

						
							
							35.7

						
					

					
							
							Ireland

						
							
							0.62

						
							
							0.85

						
							
							0.72

						
							
							0.41

						
							
							0.71

						
							
							0.88

						
							
							0.87

						
							
							0.92

						
							
							0.84

						
							
							0.72

						
							
							0.69

						
							
							0.70

						
							
							0.76

						
							
							0.57

						
							
							62.4

						
							
							78.4

						
							
							65.1

						
							
							68.6

						
					

					
							
							Italy

						
							
							0.28

						
							
							0.32

						
							
							0.39

						
							
							0.22

						
							
							0.32

						
							
							0.36

						
							
							0.54

						
							
							0.17

						
							
							0.31

						
							
							0.87

						
							
							0.67

						
							
							0.18

						
							
							0.52

						
							
							0.59

						
							
							29.7

						
							
							32.3

						
							
							47.5

						
							
							36.5

						
					

					
							
							Luxembourg

						
							
							0.75

						
							
							0.16

						
							
							0.56

						
							
							0.76

						
							
							0.65

						
							
							1.00

						
							
							0.98

						
							
							0.57

						
							
							0.95

						
							
							1.00

						
							
							0.63

						
							
							0.49

						
							
							1.00

						
							
							0.84

						
							
							48.3

						
							
							66.0

						
							
							61.7

						
							
							58.7

						
					

					
							
							Netherlands

						
							
							0.79

						
							
							0.87

						
							
							0.81

						
							
							0.77

						
							
							1.00

						
							
							0.99

						
							
							0.68

						
							
							0.45

						
							
							0.87

						
							
							0.72

						
							
							0.72

						
							
							0.50

						
							
							0.58

						
							
							0.73

						
							
							77.6

						
							
							69.1

						
							
							62.5

						
							
							69.7

						
					

					
							
							Portugal

						
							
							0.37

						
							
							0.61

						
							
							0.58

						
							
							0.35

						
							
							0.57

						
							
							0.59

						
							
							0.48

						
							
							0.29

						
							
							0.41

						
							
							0.36

						
							
							0.66

						
							
							0.35

						
							
							0.74

						
							
							0.49

						
							
							47.2

						
							
							42.5

						
							
							48.4

						
							
							46.0

						
					

					
							
							Spain

						
							
							0.32

						
							
							0.70

						
							
							0.59

						
							
							0.58

						
							
							0.43

						
							
							0.58

						
							
							0.74

						
							
							0.40

						
							
							0.51

						
							
							0.32

						
							
							0.56

						
							
							0.25

						
							
							0.25

						
							
							0.61

						
							
							48.4

						
							
							50.9

						
							
							37.7

						
							
							45.7

						
					

					
							
							Sweden

						
							
							1.00

						
							
							0.61

						
							
							0.79

						
							
							0.80

						
							
							0.90

						
							
							0.96

						
							
							1.00

						
							
							0.61

						
							
							0.79

						
							
							0.74

						
							
							0.94

						
							
							0.59

						
							
							0.77

						
							
							0.68

						
							
							78.8

						
							
							80.2

						
							
							72.7

						
							
							77.2

						
					

					
							
							United Kingdom

						
							
							0.77

						
							
							0.58

						
							
							0.77

						
							
							0.52

						
							
							0.82

						
							
							0.88

						
							
							0.88

						
							
							0.76

						
							
							0.94

						
							
							0.66

						
							
							0.68

						
							
							0.65

						
							
							0.65

						
							
							0.56

						
							
							67.2

						
							
							81.0

						
							
							63.3

						
							
							70.5

						
					

					
							
							Old EU member states

						
							
							0.66

						
							
							0.63

						
							
							0.63

						
							
							0.57

						
							
							0.68

						
							
							0.77

						
							
							0.78

						
							
							0.55

						
							
							0.71

						
							
							0.70

						
							
							0.73

						
							
							0.47

						
							
							0.66

						
							
							0.66

						
							
							59.0

						
							
							63.6

						
							
							59.5

						
							
							60.7

						
					

					
							
							Bulgaria

						
							
							0.13

						
							
							0.38

						
							
							0.19

						
							
							0.40

						
							
							0.28

						
							
							0.28

						
							
							0.29

						
							
							0.24

						
							
							0.16

						
							
							0.05

						
							
							0.46

						
							
							0.18

						
							
							0.25

						
							
							0.20

						
							
							24.7

						
							
							22.6

						
							
							20.8

						
							
							22.7

						
					

					
							
							Croatia

						
							
							0.17

						
							
							0.43

						
							
							0.10

						
							
							0.24

						
							
							0.25

						
							
							0.41

						
							
							0.54

						
							
							0.21

						
							
							0.34

						
							
							0.18

						
							
							0.49

						
							
							0.45

						
							
							0.86

						
							
							0.48

						
							
							22.5

						
							
							33.4

						
							
							40.8

						
							
							32.2

						
					

					
							
							Czech Republic

						
							
							0.33

						
							
							0.49

						
							
							0.75

						
							
							0.32

						
							
							0.13

						
							
							0.42

						
							
							0.64

						
							
							0.34

						
							
							0.42

						
							
							0.61

						
							
							0.77

						
							
							0.55

						
							
							1.00

						
							
							0.51

						
							
							35.6

						
							
							40.2

						
							
							54.8

						
							
							43.5

						
					

					
							
							Estonia

						
							
							0.81

						
							
							0.63

						
							
							0.61

						
							
							0.53

						
							
							0.53

						
							
							0.56

						
							
							0.61

						
							
							0.48

						
							
							0.61

						
							
							0.56

						
							
							0.70

						
							
							0.57

						
							
							0.71

						
							
							0.33

						
							
							57.9

						
							
							53.8

						
							
							54.0

						
							
							55.2

						
					

					
							
							Hungary

						
							
							0.29

						
							
							0.35

						
							
							0.52

						
							
							0.35

						
							
							0.37

						
							
							0.42

						
							
							0.56

						
							
							0.45

						
							
							0.30

						
							
							0.30

						
							
							0.45

						
							
							0.44

						
							
							0.74

						
							
							0.32

						
							
							37.0

						
							
							41.9

						
							
							42.8

						
							
							40.6

						
					

					
							
							Latvia

						
							
							0.37

						
							
							0.55

						
							
							0.17

						
							
							0.35

						
							
							0.33

						
							
							0.54

						
							
							0.58

						
							
							0.50

						
							
							0.41

						
							
							0.40

						
							
							0.28

						
							
							0.73

						
							
							0.69

						
							
							0.45

						
							
							33.2

						
							
							45.5

						
							
							44.8

						
							
							41.2

						
					

					
							
							Lithuania

						
							
							0.41

						
							
							0.50

						
							
							0.24

						
							
							0.40

						
							
							0.40

						
							
							0.47

						
							
							0.54

						
							
							0.69

						
							
							0.29

						
							
							0.33

						
							
							0.45

						
							
							0.59

						
							
							0.73

						
							
							0.57

						
							
							37.8

						
							
							45.9

						
							
							48.9

						
							
							44.2

						
					

					
							
							Poland

						
							
							0.35

						
							
							0.67

						
							
							0.37

						
							
							0.34

						
							
							0.48

						
							
							0.35

						
							
							0.37

						
							
							0.42

						
							
							0.39

						
							
							0.66

						
							
							0.38

						
							
							0.49

						
							
							0.81

						
							
							0.54

						
							
							43.0

						
							
							38.1

						
							
							54.1

						
							
							45.1

						
					

					
							
							Romania

						
							
							0.30

						
							
							0.39

						
							
							0.18

						
							
							0.16

						
							
							0.35

						
							
							0.22

						
							
							0.41

						
							
							0.43

						
							
							0.31

						
							
							0.31

						
							
							0.33

						
							
							0.61

						
							
							0.73

						
							
							0.58

						
							
							26.8

						
							
							32.2

						
							
							44.8

						
							
							34.6

						
					

					
							
							Slovak Republic

						
							
							0.25

						
							
							0.37

						
							
							0.66

						
							
							0.34

						
							
							0.28

						
							
							0.36

						
							
							0.53

						
							
							0.36

						
							
							0.26

						
							
							0.40

						
							
							0.46

						
							
							0.54

						
							
							0.96

						
							
							0.69

						
							
							36.4

						
							
							36.7

						
							
							53.8

						
							
							42.3

						
					

					
							
							Slovenia

						
							
							0.29

						
							
							0.84

						
							
							0.77

						
							
							0.36

						
							
							0.47

						
							
							0.60

						
							
							0.77

						
							
							0.42

						
							
							0.43

						
							
							0.52

						
							
							0.73

						
							
							0.40

						
							
							0.85

						
							
							0.44

						
							
							49.9

						
							
							51.7

						
							
							53.9

						
							
							51.8

						
					

					
							
							New EU member states

						
							
							0.34

						
							
							0.51

						
							
							0.41

						
							
							0.34

						
							
							0.35

						
							
							0.42

						
							
							0.53

						
							
							0.41

						
							
							0.36

						
							
							0.39

						
							
							0.50

						
							
							0.50

						
							
							0.76

						
							
							0.47

						
							
							36.8

						
							
							40.2

						
							
							46.7

						
							
							41.2

						
					

					
							
							European Union

						
							
							0.51

						
							
							0.59

						
							
							0.51

						
							
							0.47

						
							
							0.52

						
							
							0.61

						
							
							0.69

						
							
							0.50

						
							
							0.54

						
							
							0.55

						
							
							0.70

						
							
							0.52

						
							
							0.71

						
							
							0.61

						
							
							51.9

						
							
							57.6

						
							
							60.3

						
							
							56.6

						
					

					
							
							United States

						
							
							0.83

						
							
							1.00

						
							
							0.91

						
							
							0.50

						
							
							0.83

						
							
							0.72

						
							
							0.80

						
							
							1.00

						
							
							0.97

						
							
							0.85

						
							
							0.92

						
							
							1.00

						
							
							1.00

						
							
							1.00

						
							
							75.8

						
							
							80.5

						
							
							86.5

						
							
							80.9

						
					

					
							
							Legend: 1. Opportunity Perception (ATT), 2. Start-up Skills (ATT), 3. Risk Acceptance (ATT), 4. Networking (ATT), 5. Cultural Support (ATT), 6. Opportunity Start-up (ABT), 7. Technology Absorption (ABT), 8.Human Capital (ABT), 9. Competition (ABT), 10. Product Innovation (ASP), 11. Process Innovation (ASP), 12. High Growth (ASP),13. Internationalization (ASP), 14. Risk Capital (ASP)

							Note: Numbers in bold indicate a relatively disadvantageous position, numbers in italics a relatively favorable one.  

Source: The authors.


							
						
						
					

				
			

			

	
			
			Comparing the old member states, the new member states, and the US, the US outperforms the old EU member states in 12 out of the 14 pillars. The old EU member countries are only better than the US in Networking and Opportunity Start-up. The dominance of the US becomes clear when the new EU member states are compared to the US; the US outperforms the old EU member states in each of the 14 pillars. The whole EU is lagging way behind the US, which is perhaps one reason for the growing differences between the US and the EU. When the old and the new EU member states are compared, the new member states are only better than the old ones in two pillars (High Growth and Internationalization). Out of the remaining 12 pillars, the differences are the largest in Opportunity Perception and Competition.

			Improving entrepreneurship in the European Union: A simulation

			In the previous section we described and analyzed the entrepreneurial performance of the European Union compared to its main competitor and benchmark country, the United States. On the one hand, it is clear that the US outperforms the EU member countries. In this sense GEI merely reinforces what other researchers have already found. However, the GEI analysis highlighted the significant differences in entrepreneurial performance across EU member countries. There are considerable deviations among the Old member states and the New member states, as well as among the Nordic countries and the Southern European countries. At the same time, the main administrative and decision-making bodies of the EU have been trying to provide general, uniform policies and guidelines for their member states. According to the GEI, one size does not fit all, and we need tailor-made policies that fit the specific needs of each country. 

			An important note is that the following simulation has a limited potential for interpretation as a policy recommendation, because it relies on important assumptions restraining its practical application. Firstly, the applied 14 pillars of GEI only partially reflect the national system of entrepreneurship. Consequently, maximizing the GEI index of a particular country does not mean maximizing the whole NSE of a particular country. Secondly, we assume that all GEI pillars require roughly the same effort to improve by the same magnitude, which may not be realistic. Thirdly, we assume that the costs of the resources required to improve the 14 pillars are about the same. In fact, these costs may vary significantly over pillars (Acs, Autio and Szerb 2014). Fourthly, we set aside the differences in country size by presuming that the same effort is necessary to improve the GEI over the 26 EU countries. Of course, the cost of improving a pillar in a larger country like Germany could be considerably higher than that of doing so in a smaller country like Slovenia.

			An important implication of the GEI analysis is that the best way to increase the GEI is to reduce the differences between the pillars by enhancing the weakest GEI pillar. However, another pillar may become the weakest link, thus constraining performance in entrepreneurship. This system dynamic leads to the problem of the “optimal” allocation of additional resources. In other words, if a particular EU country were to allocate additional resources to improving its GEI Index performance, how should this additional effort be allocated to achieve an “optimal”6 outcome? While optimality is relatively clear on a country level, it is more complicated at the EU level. How should the efforts to increase entrepreneurship be divided among the member states? There are several possible scenarios. We mention only three and examine only one case with simulation. Let us assume that we would like to increase the average GEI index by five, from an average of 56.6 to 61.6, closing the 31.3 percent gap to the US by 6.4 percent. The first possibility is to increase the GEI by five in each country. The second possibility could be to try to close the more than threefold differences among the member states and to allocate the resources to the least entrepreneurial countries. The third possibility is to try to optimize across all countries and allocate the additional resources in such a way as to increase the average EU GEI index point the most. Here, we only deal with the first, simplest case. 

			In the following, we simulate a situation in which each of the investigated EU member countries increases its allocation of entrepreneurship policy resources in an effort to achieve a five point improvement in the GEI Index. As described earlier, the PFB method calculation implies that the greatest improvement can be achieved by alleviating the weakest performing pillar. Once the binding constraint has been eliminated, the further available resources should be distributed to improve the next most binding pillar. We iterated this procedure until an overall GEI Index performance of five in every country had been achieved. The result of the simulation is shown in Table 6.
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	Simulation of ’optimal’ policy allocation to increase the GEI score by 5 in the EU member countries


					
							
							Country

						
							
							 

						
							
							1

						
							
							2

						
							
							3

						
							
							4

						
							
							5

						
							
							6

						
							
							7

						
							
							8

						
							
							9

						
							
							10

						
							
							11

						
							
							12

						
							
							13

						
							
							14

						
							
							Total Effort

						
					

					
							
							Austria

						
							
							A

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.16

						
							
							0.00

						
							
							0.00

						
							
							0.16

						
					

					
							
							
						
							
							B

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							100%

						
							
							0%

						
							
							0%

						
							
							1.6%

						
					

					
							
							Belgium

						
							
							A

						
							
							0.00

						
							
							0.00

						
							
							0.02

						
							
							0.19

						
							
							0.03

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.10

						
							
							0.00

						
							
							0.00

						
							
							0.34

						
					

					
							
							
						
							
							B

						
							
							0%

						
							
							0%

						
							
							6%

						
							
							56%

						
							
							9%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							29%

						
							
							0%

						
							
							0%

						
							
							3.6%

						
					

					
							
							Denmark

						
							
							A

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.15

						
							
							0.00

						
							
							0.15

						
					

					
							
							
						
							
							B

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							100%

						
							
							0%

						
							
							1.3%

						
					

					
							
							Finland

						
							
							A

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.15

						
							
							0.03

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.02

						
							
							0.20

						
					

					
							
							
						
							
							B

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.75

						
							
							0.15

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.10

						
							
							0.02

						
					

					
							
							France

						
							
							A

						
							
							0.05

						
							
							0.18

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.07

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.03

						
							
							0.00

						
							
							0.00

						
							
							0.33

						
					

					
							
							
						
							
							B

						
							
							15%

						
							
							55%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							21%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							9%

						
							
							0%

						
							
							0%

						
							
							3.4%

						
					

					
							
							Germany

						
							
							A

						
							
							0.00

						
							
							0.05

						
							
							0.00

						
							
							0.14

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.14

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.33

						
					

					
							
							
						
							
							B

						
							
							0%

						
							
							15%

						
							
							0%

						
							
							42%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							42%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							3.5%

						
					

					
							
							Greece

						
							
							A

						
							
							0.12

						
							
							0.00

						
							
							0.07

						
							
							0.00

						
							
							0.03

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.01

						
							
							0.00

						
							
							0.15

						
							
							0.00

						
							
							0.00

						
							
							0.38

						
					

					
							
							
						
							
							B

						
							
							32%

						
							
							0%

						
							
							18%

						
							
							0%

						
							
							8%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							3%

						
							
							0%

						
							
							39%

						
							
							0%

						
							
							0%

						
							
							6.8%

						
					

					
							
							Ireland

						
							
							A

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.18

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.01

						
							
							0.19

						
					

					
							
							
						
							
							B

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							95%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							0%

						
							
							5%

						
							
							1.8%

						
					

					
							
							Italy

						
							
							A

						
							
							0.03

						
							
							0.00

						
							
							0.00

						
							
							0.09

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.14

						
							
							0.00

						
							
							0.00

						
							
							0.00

						
							
							0.14

						
							
							0.00

						
							
							0.00

						
							
							0.40

						
					

					
							
							
						
							
							B

						
							
							8%

						
							
							0%

						
							
							0%

						
							
							23%

						
							
							0%

						
							
							0%
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							Legend: A: Required increase in pillar; B: Percentage of total effort.

							Legend: 1. Opportunity Perception (ATT), 2. Start-up Skills (ATT), 3. Risk Acceptance (ATT), 4. Networking (ATT), 5. Cultural Support (ATT), 6. Opportunity Start-up (ABT), 7. Technology Absorption (ABT), 8.Human Capital (ABT), 9. Competition (ABT), 10. Product Innovation (ASP), 11. Process Innovation (ASP), 12. High Growth (ASP), 13. Internationalization (ASP), 14. Risk Capital (ASP).

							Source: The authors.

						
						
					

				
			

			
		
			
			We can see that to improve the EU average GEI index score by five, an “optimal” effort allocation would call for a 19 percent improvement in the Networking pillar, a 16 percent in the Human Capital pillar, and a 13 percent in the Opportunity Recognition, Risk Acceptance and High Growth pillars. Of the remaining effort, our simulation suggests that eight percent should be allocated to Competition, six percent to Product Innovation, and two percent to Start-up Skills.

			However, looking at Table 6 it is apparent that the ‘optimal’ policy mix is different for the 26 EU member countries. There are not even two EU member countries with the same policy mix to improve the GEI score by five. Old EU member states seem to be relatively weak in High Growth, with the exception of Denmark, Finland, Germany, Ireland and Luxemburg. Human capital is also a weak pillar in many developed EU countries. NewEU member states are particularly fragile in the attitude-related pillars of Opportunity Perception and Risk Acceptance. These weaknesses could be related to their heritage of a socialist system.

			Countries also differ in the amount of additional new resources required: Luxembourg needs only 0.11 (1.1 percent) of new resources, while Hungary requires 0.60 (10.3 percent). All the other EU countries are situated somewhere between these two extremes. It is relatively easier to improve the GEI score if the country has only one weak pillar (Luxembourg, Austria, Denmark, Czech Republic) as compared to those countries that have a more balanced entrepreneurial profile and require more pillars to improve their GEI score: Poland needs to enhance eight pillars, Hungary and the Slovak Republic seven pillars, while Bulgaria, Slovenia, Romania and the UK need to improve six pillars. All of these findings underlie the importance of differentiated entrepreneurship policy in the EU member states. 

			Summary and conclusion

			The main purpose of this paper is to present the potential public policy applicability of the Global Entrepreneurship Index approach for the European Union and its member countries. Based on the multidimensional view of entrepreneurship, we introduce the concept of the National System of Entrepreneurship. While previous entrepreneurship measures incorporate only individual data, the GEI combines individual data with contextual institutional factors. GEI also holds that the building blocks, called pillars, of the NSE interact with one another. The Penalty for Bottleneck methodology quantifies the system view by stating that the performance of the NSE is determined by the country’s worst performing pillar. In addition, the PFB also assumes the partial substitutability of the pillars of entrepreneurship. However, the exact size and magnitude of the substitution is not known. 

			We apply the GEI approach to examine the entrepreneurial performance of the European Union and 26 of its 28 member countries. The outcome of the analysis is underlined by three factors. Firstly, the EU has been lagging behind its main competitor, the US, in all aspects of entrepreneurship. Secondly, the relatively low level of entrepreneurship is one of the main reasons for the EU’s relative stagnation. The less entrepreneurial Southern European countries are struggling and suffering the most in this respect. Thirdly, the EU recognized its lagging position, but its ambitious aims described in the 2000 Lisboa Agenda do not seem to have been achieved. On the contrary, the differences between the EU and the US have increased, calling for a new approach.

			The example of the EU member nations highlights the usefulness of the GEI method in analyzing the entrepreneurial profiles of countries from a system perspective. According to the GEI index, the EU countries differ considerably in their entrepreneurial performances. Moreover, even larger differences exist over the 14 pillars in the country levels. In addition to highlighting the most binding bottleneck factors of entrepreneurial performance, the GEI methodology also provides rough indications on how much a country should invest to alleviate a given bottleneck. 

			The unique feature of GEI’s Penalty for Bottleneck methodology is that it is possible to begin simulating alternative policy scenarios and their possible effects at the system level. While numerous potential policy mixes exist, we analyze only one situation in which the GEI scores were improved by all 26 EU member countries by five points, or roughly nine percent. This simplest simulation is based on four important binding assumptions that limit the practical applicability of the results. One of the most important implications of the analysis is that uniform policy does not work, and the EU member states should apply different policy mixes to achieve the same improvement in the GEI. Despite the fact that the GEI framework does not offer a panacea for policy makers, it does provide a useful learning device as a starting point for further policy analysis.
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Appendix 1a




	
			
			
				
					
					
				
				
	The description of the individual variables used in the GEI


					
							
							Individual variable

						
							
							Description 

						
					

					
							
							Opportunity Recognition

						
							
							The percentage of the 18–64 aged population recognizing good conditions to start business next 6 months in area he/she lives.

						
					

					
							
							Skill Perception

						
							
							The percentage of the 18–64 aged population claiming to possess the required knowledge/skills to start business.

						
					

					
							
							Risk Acceptance

						
							
							The percentage of the 18–64 aged population stating that the fear of failure would not prevent starting a business.

						
					

					
							
							Know Entrepreneurs

						
							
							The percentage of the 18–64 aged population knowing someone who started a business in the past 2 years.

						
					

					
							
							Carreer

						
							
							The percentage of the 18–64 aged population saying that people consider starting business as good carreer choice.

						
					

					
							
							Status

						
							
							The percentage of the 18–64 aged population thinking that people attach high status to successful entrepreneurs.

						
					

					
							
							Career Status

						
							
							The status and respect of entrepreneurs calculated as the average of Carreer and Status.

						
					

					
							
							Opportunity Motivation

						
							
							Percentage of the TEA businesses initiated because of opportunity start-up motive.

						
					

					
							
							Technology Level

						
							
							Percentage of the TEA businesses that are active in technology sectors (high or medium).

						
					

					
							
							Educational Level

						
							
							Percentage of the TEA businesses owner/managers having participated over secondary education.

						
					

					
							
							Competitors

						
							
							Percentage of the TEA businesses started in those markets where not many businesses offer the same product.

						
					

					
							
							New Product

						
							
							Percentage of the TEA businesses offering products that are new to at least some of the customers.

						
					

					
							
							New Tech

						
							
							Percentage of the TEA businesses using new technology that is less than 5 years old average (including 1 year).

						
					

					
							
							Gazelle

						
							
							Percentage of the TEA businesses having high job expectation average (over 10 more employees and 50% in 5 years).

						
					

					
							
							Export

						
							
							Percentage of the TEA businesses where at least some customers are outside country (over 1%).

						
					

					
							
							Informal Investment Mean

						
							
							The mean amount of 3 year informal investment.

						
					

					
							
							Business Angel

						
							
							The percentage of the 18–64 aged population who provided funds for new business in past 3 years excluding stocks & funds, average.

						
					

					
							
							Informal Investment

						
							
							The amount of informal investment calculated as INFINVMEAN* BUSANG.

						
					

	Source: The authors.
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	The description and source of the institutional variables used in the GEI


					
							
							Institutional variable

						
							
							Description 

						
							
							Source of data

						
							
							Data availability*

						
					

					
							
							Economic Freedom

						
							
							“Business freedom is a quantitative measure of the ability to start, operate, and close a business that represents the overall burden of regulation, as well as the efficiency of government in the regulatory process. The business freedom score for each country is a number between 0 and 100, with 100 equaling the freest business environment. The score is based on 10 factors, all weighted equally, using data from the World Bank’s Doing Business study”. (http://www.heritage.org/Index/pdf/Index09_Methodology.pdf). Data are collected from 2015. 

						
							
							Heritage Foundation/

							World Bank

						
							1*
					

					
							
							Property Rights

						
							
							“The property rights component is an assessment of the ability of individuals to accumulate private property, secured by clear laws that are fully enforced by the state. It measures the degree to which a country’s laws protect private property rights and the degree to which its government enforces those laws. It also assesses the likelihood that private property will be expropriated and analyzes the independence of the judiciary, the existence of corruption within the judiciary, and the ability of individuals and businesses to enforce contracts.”(http://www.heritage.org/index/property-rights) 

						
							
							Heritage Foundation/

							World Bank

						
							
							2*
					

					
							
							Freedom and Property

						
							
							Economic Freedom * Property Rights

						
							
							Authors’ calculation

						
							
							
						
					

					
							
							Tertiary Education

						
							
							Gross enrolment ratio in tertiary education, 2015 or latest available data.

						
							
							World Bank

						
							
							3*
					

					
							
							Quality of Education

						
							
							Answers to the question: “In your country, how do you assess the quality of math and science education? [1 = extremely poor—among the worst in the world; 7 = excellent—among the best in the world]” 

						
							
							
						
							
							The Global Competitiveness Report 2015–2016, p. 377

						
					

					
							
							Education

						
							
							Tertiary Education * Quality of Education

						
							
							Authors’ calculation

						
							
							
						
					

					
							
							Country Risk

						
							
							The country risk classifications are meant to reflect country risk. Under the Participants’ system, country risk is composed of transfer and convertibility risk (i.e. the risk a government imposes capital or exchange controls that prevent an entity from converting local currency into foreign currency and/or transferring funds to creditors located outside the country) and cases of force majeure (e.g. war, expropriation, revolution, civil disturbance, floods, earthquakes).

						
							
							OECD

						
							
							4*
					

					
							
							Urbanization

						
							
							Urbanization that is the percentage of the population living in urban areas, data are from the Population Division of the United Nations, 2010 estimate

						
							
							United Nations

						
							
							5*
					

					
							
							Infrastructure

						
							
							Pillar 2, Infrastructure and connectivity in the World Competitiveness Report: „.. in addition to assessing the quality of the transport infrastructure, the pillar also measures the quality of domestic and international transport networks.” 

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 47

						
					

					
							
							Connectivity

						
							
							Urbanization * Infrastructure

						
							
							Authors’ calculation

						
							
							
						
					

					
							
							Corruption

						
							
							The Corruption Perceptions Index (CPI) measures the perceived level of public-sector corruption in a country. “The CPI is a “survey of surveys”, based on 13 different expert and business surveys.” (http://www.transparency.org/policy_research/surveys_indices/cpi/2009) Overall performance is measured on a ten point Likert scale. Data are collected over the last 24 months.

						
							
							Trans-parency Inter-national

						
							
							6*
					

					
							
							Taxation

						
							
							Paying taxes scores, “..addresses the taxes and mandatory contributions that a medium-size company must pay or withhold in a given year, as well as measures the administrative burden in paying taxes.” (http://www.doingbusiness.org/data/exploretopics/paying-taxes) 

						
							
							World Bank

						
							
							7*
					

					
							
							Good Governance

						
							
							The effectiveness of the government “the capacity of the government to effectively formulate and implement sound policies” (http://info.worldbank.org/governance/wgi/#home) 

						
							
							World Bank

						
							
							8*
					

					
							
							Taxgovern

						
							
							Measures the effectiveness of using the taxes by combining together the level of the tax by the quality of government services, Taxation* Good Governance

						
							
							Authors’  calculation

						
							
							
						
					

					
							
							Tech Absorption

						
							
							Firm level technology absorption capability: “Companies in your country are (1 = not able to absorb new technology, 7 = aggressive in absorbing new technology)”.

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 379

						
					

					
							
							Labor Freedom

						
							
							Measures the freedom of the labor as “..that considers various aspects of the legal and regulatory framework of a country’s labor market, including regulations concerning minimum wages, laws inhibiting layoffs, severance requirements, and measurable regulatory restraints on hiring and hours worked.” (http://www.heritage.org/index/labor-freedom) 

						
							
							Heritage Foundation

						
							
							9*
					

					
							
							Staff Training

						
							
							The extent of staff training: “To what extent do companies in your country invest in training and employee development? (1 = hardly at all; 7 = to a great extent)”.

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 377

						
					

					
							
							Labor Market

						
							
							Labor Freedom * Staff Training

						
							
							
						
							
							
						
					

					
							
							Regulation

						
							
							Effectiveness of anti-monopoly policy, answering to the question: “ In your country, how effective are anti-monopoly policies at ensuring fair competition? [1 = not effective at all; 7 = extremely effective] “

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 395

						
					

					
							
							Market Dominance

						
							
							Extent of market dominance: “Corporate activity in your country is (1 = dominated by a few business groups, 7 = spread among many firms)”.

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 471

						
					

					
							
							Compregulation

						
							
							Regulation * Market Dominance

						
							
							
						
							
							
						
					

					
							
							Technology Transfer

						
							
							These are the innovation index points from GCI: a complex measure of innovation including investment in research and development (R&D) by the private sector, the presence of high-quality scientific research institutions, the collaboration in research between universities and industry, and the protection of intellectual property.

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 22

						
					

					
							
							GERD

						
							
							Gross domestic expenditure on Research & Development (GERD) as a percentage of GDP, year 2014 or latest available data, Puerto Rico, Dominican Republic, and United Arab Emirates are estimated

						
							
							UNESCO

						
							
							10*
					

					
							
							Scientific Institutions

						
							
							Quality of scientific research institutions. Answering to the question: “In your country, how do you assess the quality of scientific research institutions? [1 = extremely poor—among the worst in the world; 7 = extremely good—among the best in the world] “

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 381

						
					

					
							
							Availability of Scientist

						
							
							Availability of scientists and engineers. Answering to the question: “ In your country, to what extent are scientists and engineers available? [1 = not at all; 7 = widely available] ”

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 381

						
					

					
							
							Science

						
							
							GERD* Average of Scientific Institutions and Availability of Scientist 

						
							
							Authors’ calculation

						
							
							
						
					

					
							
							Venture Capital

						
							
							Venture capital availability. Answering to the question: “ In your country, how easy is it for start-up entrepreneurs with innovative but risky projects to obtain equity funding? [1 = extremely difficult; 7 = extremely easy]”

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 379

						
					

					
							
							Business Strategy

						
							
							Refers to the ability of companies to pursue distinctive strategies, which involves differentiated positioning and innovative means of production and service delivery

						
							
							World Economic Forum

						
							
							The Global Competitiveness Report 2015–2016, p. 22

						
					

					
							
							Finance and Strategy

						
							
							Venture Capital Business Strategy

						
							
							Authors’ calculation

						
							
							
						
					

					
							
							Economic complexity

						
							
							“The complexity of an economy is related to the multiplicity of useful knowledge embedded in it. Because individuals are limited in what they know, the only way societies can expand their knowledge base is by facilitating the interaction of individuals in increasingly complex networks in order to make products. We can measure economic complexity by the mix of these products that countries are able to make.” (http://atlas.media.mit.edu/en/resources/economic_complexity/) 

						
							
							Obser-vatory of Economic Complexity

						
							
							11*
					

					
							
							Depth of Capital Market

						
							
							The Depth of Capital Market is one of the six sub-indices of the Venture Capital and Private Equity index. This variable is a complex measure of the size and liquidity of the stock market, level of IPO, M&A and debt and credit market activity. Note that there were some methodological changes over the 2006–2015 time period so previous years comparison is not perfect. 

						
							
							EMLYON Business School France and IESE Business

							School, Barcelona, Spain 

						
							
							12*
					

	* Links Data availability:

1, 2http://www.heritage.org/index/explore.aspx


			3 http://data.worldbank.org/indicator/SE.TER.ENRR



			4 http://www.oecd.org/tad/xcred/crc.htm



			5 http://data.worldbank.org/indicator/SP.URB.TOTL.IN.ZS



			6 http://files.transparency.org/content/download/702/3015/file/CPI2013_DataBundle.zip




			7 http://www.doingbusiness.org/data/distance-to-frontier



			8 http://qog.pol.gu.se/data/datadownloads/qogbasicdata



			9 http://www.heritage.org/index/download



			10 http://stats.uis.unesco.org/unesco/TableViewer/tableView.aspx?ReportId=2656 



			11 http://atlas.media.mit.edu/en/resources/data/



		12 http://blog.iese.edu/vcpeindex




Source: The authors.




				
			

			




			



		
			Entrepreneurship and the Business Cycle1

			Michael Fritsch2 andAlexander S. Kritikos3

			
				[image: Fritsch.png]
			

			
				[image: Kritikos.jpg]
			

			
			
Introduction

			There is an ongoing discussion about whether business cycles influence rates of entry into entrepreneurship (see inter alia Congregado, Golpe and Parker 2012; Koellinger and Thurik 2012; or Parker, Congregado and Golpe 2012). Are people more likely to become self-employed during boom periods or during recessions? What impacts entrepreneurial entries more: high or low unemployment rates? Does new business formation reflect a pro-cyclical effect or is it counter-cyclical?

			While there are good reasons to expect that individual decisions for or against self-employment are shaped by business cycle fluctuations, competing effects may occur. For instance, nascent entrepreneurs may react positively to an upswing by setting up new ventures due to the friendly business climate, thus unfolding pro-cyclical effects. A second line of argument claims that transition rates into self-employment may rise when employment opportunities are rare, pointing to counter-cyclical effects. Since the prevailing effect on new business formation is indistinct from a theoretical point of view, an empirical analysis is required.

			This contribution provides an overview of the different strands of existing research about the effect of business cycles on new business formation and reports results of empirical analyses for Germany. In particular, we focus on the relationship between the development ofGDP, unemployment, interest rates, and transitions into self-employment over the business cycle. The following section presents our research questions in greater detail. Moreover, we argue why gross-entry should be preferred to net-entry in this kind of analysis. We then present the main results of our analyses for Germany. The final section summarizes these findings and outlines some important avenues for further research.

			Why start-up activity should be related to the business cycle

			Research shows a variety of motivations underlying why people start their own businesses. Several studies analyzing the factors that influence entrepreneurial transitions at the micro-level find that demographic, educational, economic, and personality characteristics affect the decision to start a business.4 Other factors influencing start-up decisions could also include the macro-economic environment as manifested in the general business climate, unemployment levels, and the availability of job opportunities. From an economic perspective, it is important to understand the extent to which these macro-economic factors influence entry rates into entrepreneurship, and whether entry rates vary pro- or counter-cyclically.

			There are basically three macro-economic forces that may influence entrepreneurial entry. Starting with the development of GDP, some research expects start-up rates to increase during growth periods because of a positive environment for investments, including growing demand and widespread optimism about the future. In line with this reasoning, fewer individuals may be willing to enter self-employment during recessions, when future development prospects appear uncertain and investments are perceived as relatively risky (Rampini 2004). In a similar vein, Barlevy (2007) argues that entrepreneurs may introduce radical innovation during growth periods, thereby eventually triggering acceleration effects that may lead to further entrepreneurial opportunities and, thus, to a significant increase inGDP. These claims should mean that economic growth has pro-cyclical effects on entrepreneurial activities. However, GDP development may also unfold opposite forces. For example, Francois and Lloyd-Ellis (2003) argue that innovative entrepreneurs may prefer to enter markets at times when labor and production costs are low, i.e. during recessions or in periods of high unemployment. Thus, with respect to GDP change, there may be multiple forces at work that – depending on what effect prevails – trigger either pro- or counter-cyclical effects.

			The second macro-economic factor that may influence entrepreneurial entries is the level of unemployment that reflects the availability of opportunities in dependent employment. According to the standard model of occupational choice (Parker 2009), people may switch from employment or unemployment into self-employment if starting their own business appears to be more rewarding than the status-quo. Hence, if unemployment benefits are only on a low level and limited in duration, the occupational choice approach suggests that transitions into self-employment may occur more often during periods of high unemployment. Accordingly, the number of start-ups may be relatively low in periods of low unemployment when opportunities for dependent employment are plentiful. For these reasons the effect of the unemployment level on entrepreneurial entries should be counter-cyclical.

			Román, Congregado and Millán (2013) further elaborate on this argument by combining the effects of unemployment levels with GDP development. They hypothesize that high unemployment may have different effects on the types of entry, showing that even new businesses set up by the unemployed tend to be more opportunity-driven during boom periods and more motivated by necessity in recessions. Furthermore, they argue that in the event that new businesses fail and have to exit the market, finding a job in dependent employment is easier if unemployment is low. Both arguments weaken the counter-cyclical effect of new business formation, again making the relationship between unemployment and entrepreneurial entry ambiguous.

			A third factor that may unfold effects on new business formation is the development of interest rates. Low interest rates during recessions lower the cost of capital and may stimulate investment in new businesses, while high interest rates in boom periods may deter some potential founders from setting up their own firm, particularly if the venture requires substantial amounts of capital (see, for example, Parker 2009). However, banks might also be more reluctant to offer finance to new businesses during recessions because they consider start-ups as too risky. 

			Summarizing this brief review, we conclude that from a theoretical perspective, there are several macro-economic forces that may affect new business formation, but are pulling in different directions. It is unclear which of these effects prevail, i.e. whether entries into self-employment have a pro- or counter-cyclical effect on the economy.5 Moreover, several authors argue that these two effects could be quite different for different types of entrepreneurs. If entry is dominated by opportunity entrepreneurship, the impact on economic development should be more positive than if new businesses are more dominated by necessity entrepreneurs. Although the motivation for running an own business may change over time, there is a widespread belief that firms set up out of necessity are smaller, with fewer employees, and have a less significant effect on growth than firms founded for opportunity reasons. However, there is no deterministic relationship between specific stages of the business cycle and the characteristics of entrepreneurial entries.

			Previous empirical research

			Our review of previous research on the effect of demand, unemployment, and interest rates on different types of entry has made clear that it is an empirical question of which effects predominate. The available evidence on this relationship, however, is rather scarce and inconclusive. As for the relationship between GDP growth and entrepreneurship, studies from the 1990s suggest a pro-cyclical influence, i.e. that periods of growth have a positive influence on the number of entrepreneurial entries and vice versa (see e.g. Grant 1996, for the US; Carrasco 1999, for Spain). Studies for more recent years find, however, no such cyclicality (see e.g. Pérotin 2006; Parker 2009). 

			The empirical findings for the relationship between unemployment and entrepreneurship are also mixed and vary with the period of analysis (see Parker 2009for an overview). Analyzing this relationship for OECD countries, Blanchflower (2000) only finds a positive link for two countries, Italy and Iceland, while the relationship between the levels of unemployment and entrepreneurship is negative for all other OECD countries.

			A recent analysis of how macro variables affect entrepreneurship in Germany was conducted by Hundt and Sternberg (2014).6 For the recent economic crisis of 2009 and afterwards, they find a positive relationship between the unemployment rate and the propensity to engage in the venturing of a new business. This relationship tends to be more pronounced for those founders who are primarily motivated by realizing a certain idea with their start-up (opportunity founders), as compared to those who are mainly driven by the necessity of earning money.

			Reasons for time dependent findings may include changes in individual attitudes toward entrepreneurship, as well as access to better data, more controls, and more advanced methods of analysis (see Parker 2009). Summarizing the available empirical evidence still leaves us with the puzzle of which macro-economic effects prevail. 

			Another important reason for the inconclusiveness of the empirical findings could be that most studies of the relationship between entrepreneurship and the business cycle use changes in the stock of entrepreneurs as dependent variable (net-entry), and not transitions into self-employment (gross-entry). Analyzing changes in the stock of self-employment may not be appropriate for such an analysis because the number of entries and exits are quite often of similar size, such that net-entry largely conceals changes of the gross-flows. Moreover, since the number of gross-entries shows greater variation over time than the respective net-changes in the stock of existing businesses, this variable should be much better suited for identifying the effect of thebusiness cycle on entrepreneurship than net-entry.7 For these reasons our empirical analysis for Germany uses gross-entry, i.e. the number of start-ups, as the indicator for entrepreneurship.

			New empirical evidence for Germany

			Figure 1 shows the yearly start-up rates8 in Germany from 1995 – 2014 based on figures provided by the Centre for European Economic Research (ZEW, Mannheim). According to these figures, the level of new business formation in Germany follows a declining trend that shows some correspondence with the development of the unemployment rate. The level of new business formation declined particularly sharply in boom periods when real GDP was above its long-term trend (e.g. between the years 2000 and 2002, as well as between 2007 and 2008). It increased in years where GDP was below the trend (e.g. between 2003 and 2005, or in the year 2009). 
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			Based on different data sources that provide information about start-up activities in Germany, Fritsch, Kritikos and Pijnenburg (2015, 2016) analyze the effect of macro-economic fluctuations on entrepreneurship in Germany.

			While Fritsch, Kritikos and Pijnenburg (2015) use data from the Business Registration Statistics (Gewerbemeldestatistik), as well as from the Micro-Census, the analysis of Fritsch, Kritikos and Pijnenburg (2016) is based on the data on new firms collected by the Centre for European Economic Research (ZEW, Mannheim). Although all three sources use different units of analysis9 and report different numbers of start-ups, they all show that macro-economic variables have rather similar effects on start-up rates. The pattern found for quarterly data of new business formation is not significantly different from the results for yearly data.10 The analyses are at the level of the German Länder and for NUTS2 regions, respectively. Control variables include regional innovation activity, the qualification level of the regional workforce and the share of small business employment.

			Using a fixed-effects approach with different lags between the macro variables and the entry into self-employment (as well as a panel-VAR model with regional fixed-effects), they show that the counter-cyclical effects prevail when it comes to entries into self-employment in Germany. More specifically, their analyses provide evidence for the following results:

			Firstly, there is a positive relationship between entry into self-employment and the unemployment level of the previous year (t-1), but not with the rate of the penultimate year (t-2). This indicates that unemployment has a counter-cyclical influence on entrepreneurial entries. According to the results, a ten percent increase in the unemployment rate leads to an almost seven percent increase in the number of entries per economically active population in the following period.

			Secondly, regressing entries into self-employment separately on positive and negative deviations of the unemployment rate from its trend, it is observed that below-average unemployment leads to significantly fewer entries into self-employment, while above-average unemployment does not induce significantly more start-ups, indicating an asymmetric relationship. This asymmetry points to a “low unemployment retain effect”.

			
			Thirdly, the deviation of real GDP from its long-term trend (i.e. the cyclical component of real GDP) has a counter-cyclical influence on new business formation, meaning that above-average economic conditions lead to lower levels of new business formation and vice versa. According to the estimates, a one percent deviation of GDP above the trend reduces the number of start-ups per economically active population member by 3.5 percent.

			Fourthly, there is also a significantly negative relationship between the interest rate and entry into self-employment, but only when using quarterly data. This indicates that higher interest rates lead to lower levels of new business creation and vice versa.

			Summary and conclusions

			There are a number of possible reasons for the effect of the business cycle on new business formation. The empirical evidence, however, is rather scarce and inconclusive. One particular shortcoming of a large part of the available analyses is that they are limited to changes in self-employment (i.e. net-entry) that tend to remain rather constant over time. By contrast, we focus on changes in the level of new business formation, i.e. gross-entry.

			Summarizing the evidence for Germany, it can be stated that

			(1) The effects of deviations in the unemployment rate and in GDP from their long-term trend on the level of new business formation tend to be counter-cyclical.

			(2) This counter-cyclical relationship is mainly due to significantly lower levels of entry into self-employment during times when unemployment is below its long-term trend. Unemployment above the trend does not induce significantly higher levels of new business formation, pointing to a certain asymmetry.

			This finding of rather counter-cyclical effects makes clear that poor economic conditions seem to encourage transitions into entrepreneurship. At the same time, these results reveal that there is no evidence of a stimulating effect of boom periods on self-employment. If such an effect should exist, it is offset by the fact that low unemployment tends to impair the formation of new businesses. Thus, our analysis provides evidence that entrepreneurs are not only important for an economy because they may introduce new products, create new jobs and spur competition by contesting established market positions, but also because they could play a role as stabilizers throughout the business cycle.

			Future research into the effect of the macro-economic environment on new business formation should try to account for the characteristics of the start-ups. It would be particularly interesting to assess the extent to which firms that are created during recessions are different from those set up during boom periods. Are innovative entries more likely to appear during boom periods or in recessions? Do firms started in times of macro-economic prosperity create more jobs in subsequent years than entries during periods of low growth and high unemployment? This kind of analysis, however, requires more detailed panel data than is currently available.

			Since entrepreneurship may have a pronounced positive effect on growth (see Fritsch 2013; Kritikos 2014), it is plausible to assume that it is not only the business cycle that affects new business formation, but also that an upturn in start-up activities may feed-back into the macro-economic level by stimulating economic development (see Koellinger and Thurik 2012). Hence, future empirical analyses should try to account for both directions of this relationship.11 In this respect, it would be desirable to know more about the performance of those new businesses that are set up during recessions and in boom periods. In order to provide a more complete picture of the relationship between macro-economic factors and business dynamics, more should also be known about the effect of the business cycle on business exits.
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			Introduction

			Almost one decade after the financial and economic crisis started, the outlook for the global economy is still uncertain. In the European context, persistent turbulences such as systemic instability in banking systems coexist with new threats like the impact of the Brexit vote. As a result, the ability of the EU to stimulate growth and create jobs is still in doubt. This is especially true of some European countries that have suffered substantial increases in unemployment rates since 2008. Indeed, the seasonally-adjusted unemployment rate in May 2016 was 8.6 percent for the EU-28, while it was as high as 10.1 percent for the Euro Area (EA-18). Among the EU member states, the highest unemployment rates were recorded in Greece (24.1 percent in March 2016) and Spain (19.8 percent) (Eurostat 2016). The challenge is therefore not just to strengthen the economic resurgence, but also to ensure that this recovery is accompanied by employment growth.

			In this sense, there is almost a consensus among academics and policymakers that entrepreneurship is a major driver of economic growth, job creation, and competitiveness in global markets (e.g., Carree and Thurik 2008; Parker 2009; European Commission 2010, 2013, 2015). Precisely within the framework of the Europe 2020 Strategy, Europe is diagnosed as suffering from a lack of entrepreneurs, which needs to be corrected in order to trigger a return to higher growth and levels of employment (European Commission 2013).

			However, the most effective path towards creating a favourable environment to support entrepreneurship remains unclear, as this seems to depend heavily on market conditions and their actual regulation (Millán et al. 2013, 2015a; Millán, Congregado and Román 2012; Román, Congregado and Millán 2011, 2013; Román et al. 2016; Sanchis-Llopis et al. 2015). Indeed, despite many empirical evaluation studies, there is no clear-cut evidence on the effectiveness of some of the most important Labour Market Policy measures (henceforth LMP measures) including those incentives specifically designed to stimulate entrepreneurship, i.e., start-up incentives (Altavilla and Caroleo 2013).

			This absence of sharply outlined results regarding the role of start-up incentives may occur because self-employment (the most common proxy for entrepreneurship in empirical studies) is a heterogeneous group, wherein only a minority are entrepreneurs in the sense of creating firms that generate both innovation and wealth (Blanchflower 2004; Carree et al. 2007; Shane 2009) and/or hire other workers – i.e., enter employership (Millán et al. 2015b; Cowling, Mitchell and Taylor 2004). In other words, (i) the effect of start-up incentives on different types of self-employment may differ; and (ii) more self-employment is not necessarily better.

			The distinction between self-employed individuals with and without employees assumes particular importance at a time like this. This distinction separates self-employment into those employers who hire external labour (and contribute to the job-generation process), and those who work on their own (own-account workers), who can be considered as proxies for true entrepreneurs and less entrepreneurial forms of self-employment (such as last resort4 or dependent5 self-employed), respectively (Earle and Sakova 2000; Kuhn 2000; Román, Congregado and Millán 2011, 2013).

			Hence, a comprehensive strategy to promote job creation and sustained economic growth in a post-crisis era may involve reconsidering some aspects of entrepreneurship, such as its heterogeneous character, and the different effects that LMP measures (and the economic situation) might cause on its different types.

			This article’s main aim is to shed light on precisely this issue. To this end, we begin by describing the evolution in European macro figures on (i) unemployment, (ii) expenditure on LMP measures, and (iii) self-employment for the period 2008–14. Secondly, we revise existing literature on the role of start-up incentives on self-employment dynamics and recall the main results of three of our previous studies (Millán, Congregado and Román 2012; Román, Congregado and Millán 2011, 2013) on the effects of start-up incentives and economic conditions on transitions from unemployment and paid employment to self-employment, as well as on self-employment survival. Finally, the last section of this article presents some concluding remarks.

			Unemployment, labour market policy and self-employment in the EU-15

			Unemployment in the European Union has evolved along different lines for the various member states since the beginning of the financial and economic crisis. Figure 1 shows unemployment rates for the 15 member states between 2008 and 2014.
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			During this period, the proportion of unemployed people increased in all countries, with the exception of Germany. The magnitude of the rise, however, varied markedly between member states. For example, the unemployment rate growth was particularly high in Greece and Spain where the share increased by 18.7 and 13.2 points, respectively. For the remaining member states, the rise in the unemployment rate was below six points.

			In parallel, government actions to help and support unemployed people and other disadvantaged groups in the transition from unemployment or inactivity to work also differed significantly between countries in the period under consideration. Figure 2 shows national expenditure on LMP measures as a percentage of GDP between 2008 and 2014.6 LMP measures cover interventions that provide temporary support for groups that are disadvantaged in the labour market and which aim to activate the unemployed, helping people move from involuntary inactivity into employment, or maintaining the jobs of persons threatened by unemployment. The expenditure on LMP measures can be split into five categories: (1) training, (2) employment incentives, (3) supported employment and rehabilitation, (4) direct job creation and (5) start-up incentives.7
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			Focusing on 2014 figures, Italy, Germany and Greece had the lowest expenditure on LMP measures, while Denmark, Sweden and Finland topped the list for LMP measure spending. This expenditure increased between 2008 and 2014 in all countries apart from Italy, Germany, Spain and the Netherlands. However, the level and evolution in this spending were not the only factors that differed between countries.

			The relative emphasis on different types of measures also varied considerably between member states. In particular, Figure 2 shows the relative importance of expenditure on start-up incentives – a measure that includes programmes that promote entrepreneurship by encouraging the unemployed and target groups to start their own business or to become self-employed – over total spending. The highest proportions of total spending dedicated to start-up incentives in 2014 correspond to Spain (24.5 percent), Greece (8.5 percent) and France (five percent). This proportion is lower than one percent in Belgium, Portugal, Austria and Sweden. Finally, Luxembourg, Netherlands, Ireland and Denmark did not spend resources on such measures. Figure 3 shows the evolution of expenditure on start-up incentives as a percentage of GDP during the period under consideration for countries with positive spending on this measure.8
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			Figures 2 and 3 show that, despite the prominent role of entrepreneurship as a job creation enhancer, the measure directly related to its promotion is not at the heart of the European LMP. Thus, the highest expenditure on start-up incentives for the whole period is below 0.12 percent of GDP, while the average is just about 0.02 percent of GDP. Figure 3 also highlights that there have been pronounced differences in the use of these incentives in the EU-15 since the global crisis started.
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			In line with the above findings, it is not surprising that self-employment rates differ substantially across countries. Figure 4 shows the evolving rates of self-employment during the period 2008–2014, distinguishing between self-employed with employees – employers – and self-employed without employees – own account workers. 

			Self-employment rate levels ranged from 6.28 percent in Luxembourg in 2008 to 31.22 percent in Greece in 2014. During the period under consideration, the proportion of self-employed people increased in all countries, apart from Germany, Ireland, Italy, Portugal and Sweden. This aggregated pattern corresponds with the evolution of the share of own-account workers – that increased in all member states, with the exception of Germany, Italy, Austria and Portugal. Inversely, the share of employers diminished in almost all countries. An increase in this rate of no greater than half of a point was only seen in the Netherlands, Austria and Finland.

			In sum, European macro data for the period 2008–14 show that unemployment rates, expenditure on LMP measures in general – and on start-up incentives in particular – and self-employment rates have evolved in varied ways in different countries. To illustrate the difficulty of drawing conclusions about the relationship between start-up incentives and self-employment rates using descriptive data, let us compare the situation of two pairs of countries. On the one hand, we observe that countries like Germany and Spain – that have made major efforts to promote self-employment – show levels and evolutions in self-employment rates that are rather different. On the other hand, countries with low levels of expenditure on start-up incentives as the United Kingdom and Portugal also present different – and even opposing – patterns of self-employment rate dynamics. Individual factors, as well as other institutional variables, may shape this relationship. Therefore, to be able to understand the impact of start-up incentives on self-employment rates and its composition, it is necessary to use conditional analyses, like those mentioned in the next section.

			Existing literature on the relationship between start-up incentives and self-employment

			One possible impediment to becoming an entrepreneur is simply a lack of capital. An important stream of literature has emphasised the role of liquidity constraints on the decision to start a new business (Blanchflower and Oswald 1998; Cabral and Mata 2003; Evans and Jovanovic 1989; Holtz-Eakin, Joulfaian and Rosen 1994; Hurst and Lusardi 2004; Kan and Tsai 2006; Lindh and Ohlsson 1996; Taylor 2001). In this sense, there is evidence of discrimination in the credit market against certain socio-economic groups, such as minorities, women and the unemployed (Blanchflower, Levine and Zimmerman 2003; Blanchflower 2009; Cavalluzzo, Cavalluzzo and Wolken 2002). As a result of such discrimination, public self-employment support has been introduced as an increasingly important policy measure in many countries. Despite variations across countries in the number of participants, the eligibility criteria, and the level of expenditure, these schemes share a common feature; i.e., they offer unemployed individuals and other disadvantaged groups economic incentives for the start-up phase of their self-employment activity. 

			In this sense, because policymakers have subordinated start-up programmes to the objectives of LMP (Baumgartner and Caliendo 2008), the effectiveness of these incentives has been tested as employment policy instead of entrepreneurship policy. As a result, the contribution to some relevant entrepreneurship policy objectives, such as economic growth or innovation, has been overlooked. In addition, it has been argued that this is bad public policy in the sense that encouraging more people to start businesses will not enhance economic growth or create many jobs because start-ups are generally not the source of economic vitality or job creation (Congregado, Golpe and Carmona 2010, Shane 2009). 

			Thus, taking into account the heterogeneous character of self-employment becomes crucial to better understanding the contribution of start-up incentives to job creation, growth and innovation processes. Following on from this, and to conclude this section, we recall the main results of three of our previous studies (Millán, Congregado and Román 2012; Román, Congregado and Millán 2011, 2013) on the effects of start-up incentives and economic conditions on self-employment dynamics and its composition, where this heterogeneity is considered. Using microdata from the European Community Household Panel (henceforth ECHP)9 these analyses focus not only on the effect of individual characteristics, but also on specific regional factors through the introduction of measures of the European economic conditions and regulatory environments. As far as the role of start-up incentives is concerned, these key results can be summarised as follows. 

			Firstly, Román, Congregado and Millán (2011) showed that public expenditure on start-up incentives has positive effects on transitions from paid employment toself-employment, which seems to support the positive effect of these incentives for overcoming obstacles associated with self-employment status. However, this effect is stronger for individuals entering dependent self-employment than for those entering independent self-employment.10 Hence, further research into the contribution to economic growth and to job creation processes of both groups is required to design appropriate entrepreneurship policy.

			Secondly, Román, Congregado and Millán (2013) analysed transitions from unemployment and demonstrated that the expenditure on start-up subsidies increases the probabilities of entering own-account self-employment, whereas it does not seem to have any effect on employership. However, the authors also found evidence of a differentiated effect of these incentives in terms of the unemployment rate for transitions to self-employment with and without employees. In this sense, periods with higher unemployment rates are precisely those in which the positive effect of start-up incentives for individuals entering own-account work is weaker. In addition, and even more interestingly, the incidence of these incentives for those entering employership becomes negative in recession periods, precisely when their use is more intensive. Analogously, another interesting result refers to the differentiated effects of the expenditure on start-up incentives for individuals receiving and not receiving unemployment benefits, detected for transitions to own-account self-employment. Thus, the positive effect of these subsidies is also stronger for those unemployed not receiving unemployment benefits, that is, the natural candidates to accept any available form of employment in such circumstances, including last resort or dependent forms of self-employment. Therefore, to evaluate the effectiveness of these incentives, it becomes crucial to first define their policy objectives. If, as part of LMP, start-up incentives are intended to improve the chances of people moving back into work, they can be considered adequate instruments in the light of our results. Nevertheless, if considered as an entrepreneurship policy, these incentives aim not only to enhance self-employment, but also to favour those forms of self-employment that further contribute to economic growth and job-creation processes. The effective design of these types of incentives therefore becomes crucial.

			Thirdly, Millán, Congregado and Román (2012) showed that expenditure on start-up subsidies decreases the risk of exiting self-employment, specifically for the group of individuals entering self-employment from unemployment – i.e., the target group for these incentives. These incentives may therefore be seen as a route not only to increase entry into self-employment, but also to equalise the survival chances of individuals entering self-employment from unemployment and those entering with a different starting status.

			Conclusions

			As several European governments have shown a renewed interest in the development and implementation of new start-up programmes in recent years, the appropriateness of these policies lies at the heart of present policy debate. Nevertheless, because the self-employed can be considered a heterogeneous group, among which only a minority of self-employed people contribute to job creation, economic growth and innovation, more self-employment is not necessarily better. Understanding how these subsidies and other context-related factors may affect the relative weight of true entrepreneurs over other categories within self-employment could be crucial to improve the effectiveness of measures aimed to stimulate self-employment among the unemployed.

			To shed light on precisely this issue, in this article, we revise existing literature on the role of start-up incentives on self-employment dynamics and recall the main results of three of our previous studies (Millán, Congregado and Román 2012; Román, Congregado and Millán 2011, 2013) on the effects of start-up incentives. Our empirical results show how these incentives might be distorting the occupational choice against true entrepreneurs in favour of certain forms of self-employment – such as last resort or dependent employment and, therefore, stress the risk of using a unique recipe from a public policy perspective when defining instruments for self-employment promotion. Furthermore, these effects appear to be shaped by the aggregated economic situation and the receipt of unemployment benefits. Thus, highly impoverished groups such as unemployed individuals in periods of higher unemployment or those who are not receiving benefits seem to enjoy higher own-account work chances in the presence of start-up incentives, whereas their employership chances are either weakly increased (when not receiving benefits) or even reduced (during recessions). On a broad policy level, therefore, taking into account macroeconomic conditions and the personal circumstances of the potential beneficiaries seems highly relevant when designing these incentives.

			Nevertheless, prior to evaluating the effectiveness of policy intervention in this area, a much deeper reflection on policy objectives and target groups is required, focusing on the key question of whether start-up incentives are considered an entrepreneurship policy or, on the contrary, an instrument within LMP. If, as part of LMP, start-up incentives are intended to improve the chances of people moving back into work, they can be considered adequate instruments in periods of moderate unemployment, in the light of our results. On the contrary, if, as part of the entrepreneurship policy, these incentives are considered as an instrument to combat economic and job crises, their contribution is dubious at the very least. These results are in line with previous research that questions the appropriateness of incentives that encourage unemployed people to become self-employed, and stresses the need for highly selective policy incentives that focus more on innovative and high-growth entrepreneurship (Congregado, Golpe and Carmona 2010; Santarelli and Vivarelli 2007; Thurik et al. 2008). 
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			Introduction

			In 2004, Vinod Khosla, Indian billionaire and co-founder of Sun Microsystems, started Khosla Ventures. By 2011, the Silicon Valley-based venture capital firm’s portfolio included US companies founded or co-founded by: Ramesh Chandra (MokaFive), Srini Devadas (Verayo), Yogi Goswami (Sunborne), Sandeep Gulati (Zyomed), Siraj Khaliq (WeatherBill), Ramu Krishnan (Ramu Inc.), Ashok Krishnamurthi (Xsigo), Hosain Rahman (Aliph), Anil Rao (Sea Micro), Mulpuri Rao (Soladigm), Bindu Reddy (MyLikes), Mohit Singh (Seeo), and Adya Tripathi (Tula). If we added CEOs’ and Directors’ names, the list of executives of Indian origin in Khosla’s portfolio of companies would grow longer still. Khosla Ventures does not advertise a preference for investing in companies started by ethnic Indians, but casual observation suggests that it has one. Is this a costly indulgence of discriminatory preferences, a clever business strategy taking advantage of superior social capital, neither, or both? In this paper we examine how social proximity affects both the choice of business partners as well as subsequent performance. 

			We investigate the interaction of two conceptually distinct mechanisms that shape the performance of socially proximate business partnerships: selection and influence. Individuals may have better access to, and superior information about, opportunities within their socialnetworks. Furthermore, individuals with common experience and communication styles may be able to interpret signals of quality more precisely. Social proximity may thus facilitate business partner selection. After forming a partnership, shared norms and discourse may improve coordination and monitoring among socially close individuals – hence, proximity may positively influence the partnership after formation.

			In prior work (Hegde and Tumlinson 2014) we formalize these mechanisms in a game theoretic model, in which the actors are only motivated by financial rewards (rather than, say, discriminatory preferences), and generate the following propositions about the circumstances under which socially proximate agents are likely to partner and succeed: 

			
				1.	Socially proximate partnerships will be of lower observable quality at formation.4 

				2.	Socially proximate partnerships are more likely to succeed.5

				3.	Socially proximate individuals are more likely to partner.

			

			
A casual observer might perceive the first prediction as taste-based discrimination, but it is not – those choosing partners set the same minimum success probability for all candidates. There are two reasons that the quality signal denoting this minimum probability is lower for socially proximate candidates: First, when a close candidate sends a “high” quality signal, it indicates high quality with greater certainty than when a distant candidate does so. Second, the chooser knows he can compensate for low quality, to some extent, with positive influence after partnering. Hence, one has generally observed quality signals from his socially close partners that are lower.

			We test our model’s predictions over the social proximity induced by shared ethnicity in the context of the business partnerships formed between venture capital firm (VC) partners  (VC “partners” are principals who make, and monitor, investments) and startup executivesusing a sample of almost all US venture-backed deals between 1991 and 2010. We assemble the names of 22,000 US-based VC partners and 85,000 US-based startup executives from the rosters of 2,687 VCs and 11,235 startups that they funded and classify each partner and executive, based on their family name (surname) and given name, as belonging to one of ten distinct ethnic groups. Then, for each investment, we compute a binary measure of coethnicity between the investing VC and funded startup indicating whether the VC and the company have top-level personnel of the same ethnicity (e.g. COETHNIC-INDIAN or COETHNIC-CHINESE). We also calculate a continuous measure of ethnic distance between each VC-company pair (i.e. ETHNIC DISTANCE). One may wonder from our example above whether Khosla Venture’s investments reflect the preferences of Indian venture capitalists and entrepreneurs for the IT sector or Silicon Valley, rather than ethnic proximity among individuals of the Indian community. To control for these factors, we gather information on investment, VC, and company characteristics, including investment amount, geographic distance between VC and company (i.e. GEOGRAPHIC DISTANCE), as well as similarity in VC and company industry specialization (i.e. INDUSTRY DISTANCE).6

			Does ethnic proximity affect VC-company matching?

			Proximity and matching 

			We first show that Khosla Ventures’ investment strategy is not unique. To this end, we construct a sample of VC-company pairs, both actual, for which the investment happened, and counterfactual, for which investment could have happened (i.e. the VCs and companies were operating in the same industry at the same time), but did not.

			Table 1 reveals that coethnic personnel are, on average, more likely for actual VC-company pairs than counterfactual pairs: the difference in matching likelihoodis statistically significant (at p<0.05) for all ten ethnic groups. Next, we formally investigate the relationship between ethnic proximity and the probability of VC-company match with multivariate Probit regressions. Table 2 reports the marginal effects of the influence of the explanatory variables on the probability of a VC-company match.

			
				
					Table 1  


		
			
				
					
					
					
					
				
				
	Ethnic proximity and probability of VC-company match


					
							
							Ethnic group

						
							
							Actual VC-Company pairs

						
							
							Counterfactual pairs

						
							
							Difference

						
					

					
							
							COETHNIC ANGLO-CELTIC

						
							
							0.912

						
							
							0.857

						
							
							0.055

						
					

					
							
							COETHNIC WEST EUROPEAN

						
							
							0.566

						
							
							0.463

						
							
							0.103

						
					

					
							
							COETHNIC SOUTH EUROPEAN

						
							
							0.235

						
							
							0.149

						
							
							0.086

						
					

					
							
							COETHNIC EAST EUROPEAN

						
							
							0.114

						
							
							0.077

						
							
							0.037

						
					

					
							
							COETHNIC NORTH EUROPEAN

						
							
							0.103

						
							
							0.061

						
							
							0.042

						
					

					
							
							COETHNIC INDIAN

						
							
							0.098

						
							
							0.040

						
							
							0.058

						
					

					
							
							COETHNIC JEWISH

						
							
							0.091

						
							
							0.052

						
							
							0.039

						
					

					
							
							COETHNIC CHINESE

						
							
							0.041

						
							
							0.016

						
							
							0.024

						
					

					
							
							COETHNIC KOREAN

						
							
							0.007

						
							
							0.003

						
							
							0.003

						
					

					
							
							COETHNIC JAPANESE

						
							
							0.004

						
							
							0.002

						
							
							0.002

						
					

					
							
							COETHNIC OTHER

						
							
							0.114

						
							
							0.067

						
							
							0.047

						
					

					
							
							COETHNIC DISTINCT GROUPS a)

						
							
							0.466

						
							
							0.311

						
							
							0.155

						
					

					
							
							COETHNIC INDISTINCT GROUPS b)

						
							
							0.955

						
							
							0.914

						
							
							0.041

						
					

					
							
							COETHNIC ALL GROUPS

						
							
							0.970

						
							
							0.935

						
							
							0.035

						
					

					
							
							MAHALANOBIS ETHNIC DISTANCE

						
							
							10.35

						
							
							14.15

						
							
							-3.79

						
					

					
							
							a) For both actual and counterfactual pairs, “COETHNIC DISTINCT GROUPS” = 1 if any of (COETHNIC SOUTH EUROPEAN, COETHNIC EAST EUROPEAN, COETHNIC NORTH EUROPEAN, COETHNIC INDIAN, COETHNIC JEWISH, COETHNIC CHINESE, COETHNIC KOREAN, COETHNIC JAPANESE) = 1

							b) For both actual and counterfactual pairs, “COETHNIC INDISTINCT GROUPS” = 1 if any of (COETHNIC ANGLO-CELTIC, COETHNIC WEST EUROPEAN, COETHNIC OTHER) = 1  

							
						
					

					
							
							Notes: The table compares sample means for the different measures of coethnicity for actual VC-company pairs (Column 1), counterfactual VC-company pairs (Column 2), and the difference between the two (Column 3).  All differences are statisti-cally significant at 95% confidence levels.    

Source: Hedge and Tumlinson (2014).


						
					

				
			

			


		

				

				
			

			
				
					Table 2  


			
			
				
					
					
					
					
					
				
				
	Relationship between ethnic proximity and probability of VC-company match


					
							
							D.V. = VC-Company match (0/1)

						
							
							1

						
							
								2

						
							
							3

						
					

					
							
							COETHNIC ANGLO-CELTIC

						
							
							0

						
							
							
						
							
							
						
					

					
							
							COETHNIC CHINESE

						
							
							0.0008**

						
							
							
						
							
							
						
					

					
							
							COETHNIC EAST EUROPEAN

						
							
							0.0002

						
							
							
						
							
							
						
					

					
							
							COETHNIC INDIAN

						
							
							0.0009**

						
							
							
						
							
							
						
					

					
							
							COETHNIC JAPANESE

						
							
							0.0004

						
							
							
						
							
							
						
					

					
							
							COETHNIC JEWISH

						
							
							0.0004*

						
							
							
						
							
							
						
					

					
							
							COETHNIC KOREAN

						
							
							0.0002

						
							
							
						
							
							
						
					

					
							
							COETHNIC NORTH EUROPEAN

						
							
							0.0003+

						
							
							
						
							
							
						
					

					
							
							COETHNIC SOUTH EUROPEAN

						
							
							0.0004**

						
							
							
						
							
							
						
					

					
							
							COETHNIC WEST EUROPEAN

						
							
							0.0001

						
							
							
						
							
							
						
					

					
							
							COETHNIC OTHER

						
							
							0.0001

						
							
							
						
							
							
						
					

					
							
							COETHNIC DISTINCT GROUPS

						
							
							
						
							
							0.0004**

						
							
							
						
					

					
							
							COETHNIC INDISTINCT GROUPS

						
							
							
						
							
							0.0001

						
							
							
						
					

					
							
							LOG ETHNIC DISTANCE

						
							
							
						
							
							
						
							
							-0.0004**

						
					

					
							
							LOG GEOGRAPHIC DISTANCE

						
							
							-0.0006**

						
							
							-0.0006**

						
							
							-0.0006**

						
					

					
							
							INDUSTRY DISTANCE

						
							
							-0.0025**

						
							
							-0.0025**

						
							
							-0.0025**

						
					

					
							
							LOG N. OF CO EXECUTIVES

						
							
							0.0004**

						
							
							0.0005**

						
							
							0.0004**

						
					

					
							
							LOG N. OF VC PARTNERS

						
							
							0.0006**

						
							
							0.0007**

						
							
							0.0006**

						
					

					
							
							Notes: The table displays marginal effects derived from Probit estimates of the relationship between ethnic distance and the probability that a VC invested in the startup company with which it is paired. A VC-company pair is the unit of analysis in the regressions. The dependent variable is set to one for actual VC-company pairs (i.e. pairs for which the VC invested in the company) and zero for counterfactual VC-company pairs. All regressions, in all remaining tables include Company-Year, VC-Year and Industry fixed effects. We use **, *, and + to denote p<0.01, p<0.05 and p<0.1 respectively, computed from robust standard errors clustered at the VC level, in all remaining tables (except columns 3 and 4 of Table 4 where robust standard errors are clustered by state-industry-funding year).   

Source: Hedge and Tumlinson (2014).


						
					

				
			

			

		

				

				
			

			
			Column 1 confirms that after controlling for geographic distance, industry distance, founding-year effects of VCs and companies, the proportion of different ethnic individuals in VCs and companies and industry-specific effects, coethnicity is positively related to the probability of a VC-company match for all ethnic groups (except for individuals of Anglo-Celtic origin). The positive effect of coethnicity is statistically significant (at p<0.05) for Chinese, Indian, Jewish, and South European ethnicities (the South European group is more homogenous than other European groups and is composed primarily of individuals with origins in Italy and Spain). 

			Column 2 shows that the average marginal effect of a single coethnic pair on matching for members of distinct ethnic groups (Chinese, Indian, Japanese, Jewish, Korean, East European, North European and South European) is nearly four times coethnicity’s effect for the “indistinct” groups (Anglo-Celtic, West European and Others); in fact, coethnicity’s estimated effect for the latter does not statistically differ from zero. The magnitude of the marginal effects may appear small (a single coethnic pair increases the probability that a VC invests in the given company by 0.04 percentage points), but the unconditional probability of a VC-company pair match in our sample is 0.25 percent, implying that an additional coethnic pair is associated with a 16 percent higher probability of a match – an economically substantial effect.  Column 3 confirms the positive effect of ethnic proximity using our measure of ethnic distance.

			Proximity, matching and quality signals

			According to our first theoretical prediction, VCs screen coethnic investments less stringently, both because VCs are surer that the coethnic company they are evaluating is of the indicated quality and because they know that coethnicity’s positive influence effects will compensate for lower quality at the time of investment. Although we cannot measure the quality signals observed by the VCs when it invested, we can check whether VCs are more likely to invest in coethnic startups associated with lower quality signals by using information ex ante generally correlated with the startup success.  

			Rather than providing all the capital required by startups upfront, VCs inject capital into their portfolio companies in successive stages or “rounds.” This staged infusion allows VCs to learn about the quality and prospects of startups, while preserving their option to discontinue funding if the venture appears unlikely to succeed (e.g. Bergemann and Hege 1998, Wang and Zhou 2004). Hence, the average success probability of startups at first-round funding (R1) is lower than the success probability of startups that receive second-round funding (R2), which is lower than the success probability of startups that survive into the third round (R3), and so on.7 If VCs are more likely to select coethnic ventures in earlier rounds, then this will provide evidence that VCs tolerate lower quality signals from coethnic startups.

			Panel A of Table 3 suggests that ethnic proximity plays a more significant role in matching VCs to companies during earlier rounds, when VCs face the highest search and screening costs. An additional coethnic pair is associated with an increase in the probability of matching by 0.03 percent in the first round (both at p<0.01); for the second and third rounds, the effect drops to 0.01 percent (p<0.05) and does not statistically differ from zero for the fourth round. Although we do not report the estimates for later rounds, we find that the estimated effect of coethnicity for rounds R5 and higher were not statistically different from zero. Interestingly, the estimated effects of geographic and industry proximity also follow a similar pattern, consistent with the explanation that search and selection advantages conferred by collocation and cospecialization become less salient as noise about companies’ quality decreases.

			
				
					Table 3  


		
			
				
					
					
					
					
					
					
				
				
	Relationship between ethnic proximity and probability of VC-company match by funding round and company life-stage


					
							
							Panel A

						
					

					
							
							Funding Round

						
							
							1

						
							
							2

						
							
							3

						
							
							4

						
					

					
							
							COETHNIC DISTINCT GROUPS

						
							
							0.0003**

						
							
							0.0001**

						
							
							0.0001*

						
							
							0.0001

						
					

					
							
							LOG GEOGRAPHIC DISTANCE

						
							
							-0.0004**

						
							
							-0.0002**

						
							
							-0.0002**

						
							
							-0.0001**

						
					

					
							
							INDUSTRY DISTANCE

						
							
							-0.0026**

						
							
							-0.0013**

						
							
							-0.0010**

						
							
							-0.0009**

						
					

					
							
							LOG N. OF CO EXECUTIVES

						
							
							0.0001*

						
							
							0.0001**

						
							
							0.0002**

						
							
							0.0002**

						
					

					
							
							LOG N. OF VC PARTNERS

						
							
							0.0004**

						
							
							0.0002**

						
							
							0.0002**

						
							
							0.0002**

						
					

					
							
							Panel B

						
					

					
							
							
							Life-cycle Stage

						
							
							Seed

						
							
							Early

						
							
							Expansion

						
							
							Late

						
							
							Acquisition

						
					

					
							
							COETHNIC DISTINCT GROUPS

						
							
							0.0003**

						
							
							0.0003**

						
							
							0.0003**

						
							
							0.0002

						
							
							0.0001

						
					

					
							
							LOG GEOGRAPHIC DISTANCE

						
							
							-0.0003**

						
							
							-0.0004**

						
							
							-0.0004**

						
							
							-0.0003**

						
							
							-0.0003**

						
					

					
							
							INDUSTRY DISTANCE

						
							
							-0.0023**

						
							
							-0.0025**

						
							
							-0.0026**

						
							
							-0.0019**

						
							
							-0.0029**

						
					

					
							
							LOG N. OF CO EXECUTIVES

						
							
							0.0001

						
							
							0.0001

						
							
							0.0001

						
							
							0.0002+

						
							
							0

						
					

					
							
							LOG N. OF VC PARTNERS

						
							
							0.0003**

						
							
							0.0004**

						
							
							0.0003**

						
							
							0.0003**

						
							
							0.0006**

						
					

					
							
							Notes: Panel A displays marginal effects derived from Probit estimates of the relationship between ethnic distance and the probability that a VC invested in the startup company with which it is paired separately for the first four rounds of funding. Panel B marginal effects derived from Probit estimates of the relationship between coethnicity and the probability that a VC invested in the startup company with which it is paired for companies at different life stages during the VCs first round of funding for the company. A VC-company pair is the unit of analysis in the regressions. The dependent variable is set to one for actual VC-company pairs (i.e. pairs for which the VC invested in the company) and zero for counterfactual VC-company pairs.

Source: Hedge and Tumlinson (2014).


						
					

				
			

			
		

				

				
			

			
			The probability of startups’ success also depends on their life-stage. As a startup matures, ideas become tangible products, business plans translate into verifiable costs and revenues, expansion plans can be better evaluated, and the probability of subsequent failure diminishes. Thus, an alternative test for our first theoretical prediction is that coethnic VCs should be more likely to invest in less mature (i.e. lower ex ante quality) companies. Since the progress of startups along their life-cycle correlates highly with the number of investment rounds received, we limit attention to the first time the startups receive venture funding – do coethnic VCs invest in less mature companies in R1? Of the 10,134 startups in our R1 sample, 21 percent were denoted as “Seed Stage,” 41.7 percent as “Early Stage,” 16.4 percent as “Expansion Stage,” 3.7 percent as “Late Stage,” and 17.3 percent as “Buyout and Acquisition Stage.” The estimates in Panel B of Table 3 confirm that ethnic proximity most significantly predicts VC-startup matching during the first round of investment for Seed Stage, Early Stage, and Expansion Stage companies (estimated effect of 0.03 percent at p<0.01 in each case), and has no statistically significant effect for either Late Stage or Buyout and Acquisition Stage, when the probability of company failure is relatively low.8 

			Finally, the distribution of company age at the time of initial venture investment also indicates that VCs accept lower quality signals from ethnically closer companies The average startup company that closes its first funding round with a non-coethnic VC (as before, “coethnic” denotes shared ethnicity among individuals belonging to one of the eight distinct groups) does so 985 days after incorporation compared to 901 days (nearly a full quarter-of-a-year later) for one funded by a coethnic VC. Hence, coethnic investments appear to be associated with lower quality signals, as suggested by our theory.  

			Is proximity related to superior performance?

			Successful exits through IPOs and acquisitions

			Performance also differs with ethnic proximity. Table 4 presents Probit estimates of the relationship between proximity and successful exits measured by a binarydependent variable equal to one if the company went public or was acquired, and zero for all other outcomes. Column 1 shows that shared ethnicity is positively associated with the probability of successful exit for distinct ethnic groups. Switching the ethnicity of one VC partner to that of a company executive increases the probability of successful exit by 3.1 percent.

			
				
					Table 4  


			
			
				
					
					
					
					
					
					
				
				
	Relationship between ethnic proximity and probability of successful exi


					
							
							
						
							
							1

						
							
							2

						
							
							3

						
							
							4

						
							
							5

						
					

					
							
							D.V. = IPO+Acquired (0/1)

						
							
							dy/dx

						
							
							OLS

						
							
							2SLS

						
							
							2SLS

						
							
							Heckman

						
					

					
							
							COETHNIC DISTINCT GROUPS

						
							
							0.031**

						
							
							0.025*

						
							
							0.121**

						
							
							0.169**

						
							
							0.133**

						
					

					
							
							LOG GEOGRAPHIC DISTANCE

						
							
							-0.002

						
							
							-0.004*

						
							
							-0.004*

						
							
							-0.003+

						
							
							-0.178**

						
					

					
							
							INDUSTRY DISTANCE

						
							
							-0.122**

						
							
							-0.070*

						
							
							-0.071*

						
							
							-0.068*

						
							
							-0.810**

						
					

					
							
							LOG N. OF CO EXECUTIVES

						
							
							0.205**

						
							
							0.163**

						
							
							0.142**

						
							
							0.131**

						
							
							0.241**

						
					

					
							
							LOG TOTAL FUNDING 

						
							
							0.018**

						
							
							0.029**

						
							
							0.029**

						
							
							0.029**

						
							
							0.014**

						
					

					
							
							LOG N. OF VC PARTNERS

						
							
							0.045**

						
							
							
						
							
							
						
							
							
						
							
							0.210**

						
					

					
							
							Inverse Mills Ratio

						
							
							
						
							
							
						
							
							
						
							
							
						
							
							1.618**

						
					

					
							
							Notes: The table displays estimates of the relationship between ethnic proximity and the probability that the company exits through acquisitions and IPOs. The estimation sample consists of actual VC-company pairs, formed across different rounds of funding and the dependent variable is set to one if the company exited through an IPO or acquisition, and zero otherwise. Column 1 presents marginal effects derived from Probit estimates. Column 2 presents baseline OLS estimates. Column 3 displays 2-Stage Least Squares (2SLS) estimates obtained by using the average of the binary measure of “COETHNIC DISTINCT GROUPS” for each focal company’s state-industry-funding year as an instrument for COETHNIC DISTINCT GROUPS. Column 4 displays 2-Stage Least Squares (2SLS) estimates obtained by using fixed effects for the states, industries, and years, as well as fixed effects for the interactions of state-industry and industry-funding years as instruments for COETHNIC DISTINCT GROUPS. Column 5 presents the second-stage of the Heckman selection-correction model. The first stage is estimated with the full set of explanatory variables and the instrument used for the estimations in Column 3 to satisfy the exclusion restriction.

Source: Hedge and Tumlinson (2014).


						
					
					

				
			

			

		

				

			
			

			
			Next, we control for the unobserved quality of VC partners by incorporating VC-fixed effects (which control not only for VC-quality, but also other unobserved VC characteristics, which may influence their investment performance, such as access to syndicates of co-investors, managerial talent pools, reputation, stage preferences and access to capital). Rather than Probit, we estimate VC-fixed effects regressions as Linear Probability Models. Column 2 of Table 4 shows that in the model with VC-fixed effects, the estimated average effect of a coethnic pair (for distinct ethnic groups) on the probability of successful exit (2.5 percent) is comparable to the estimated marginal effect of coethnicity without (3.1 percent). Thus, even within a given VC’s portfolio, startup companies that are ethnically closest to the VCs perform best. 

			Isolating ethnic proximity’s influence effects

			These results are based on correlations obtained after controlling for the observable characteristics of VCs and companies, but do not distinguish between the effects of ethnicity-based selection of high-quality investments and coethnicity’s influence on performance through enhanced coordination between investors and entrepreneurs. We try to isolate the influence effects (“treatment effect” in econometric parlance) of coethnicity by employing three separate econometric strategies: (a) an instrumental variables (IV) approach that accounts for omitted variables, such as unobserved VC and company quality, that affect performance through selection; (b) a method developed by Ackerberg and Botticini (2002), also based on IVs, that isolates the effect of exogenous market characteristics unrelated to the influence effects of coethnicity on performance; and (c) a two-stage Heckman (1979) model that corrects for a broader set of factors that affect selection (including unobserved quality) while predicting performance. The technicalities of these analyses are detailed in Hegde and Tumlinson (2014); however, as shown respectively in Columns 3, 4 and 5 of Table 4, all yield estimates of coethnic influence substantially larger than OLS estimates and suggest that coethnicity improves performance through strong post-investment influence. 

			Our finding that ethnic proximity facilitates VC-company matching, particularly during early funding rounds, when the probability of the startups’ success is low, taken together with our two-stage estimates, implies that VCs select coethnic companies (over non-coethnic ones) even when they appear to be of lower observable quality. While counterintuitive, such behavior aligns with theoretical predictions based on our model of shared discourse systems between coethnic partners. The model suggests that because VCs read the signals from coethnic companies more precisely, and because VCs anticipate coethnicity’s positive post-investment influence, lower quality signals from coethnic companies suffice to trigger investment. 

			Moreover, the strong positive post-investment effects of coethnicity persist even after successful exit. Table 5 shows that companies that are ethnically closer to their VCs continue to flourish even after IPO: In the model with VC-fixed effects, an additional coethnic pair is associated with, on average, a USD 0.1 million higher market capitalization and USD 0.009 million higher net income one year after IPO for the startups. Thus, we find no evidence that ethnically close VCs and companies “hoodwink” public markets in their IPOs. 

			
				
					Table 5  


		
			
				
					
					
					
					
					
				
				
	 Relationship between ethnic proximity and post-IPO performance


					
							
							
						
							
							Market capitalization (million USD)

						
							
							Net income (million USD) 

						
					

					
							
							COETHNIC DISTINCT GROUPS

						
							
							 0.091*

						
							
							  0.111*

						
							
							  0.005*

						
							
							  0.009+

						
					

					
							
							LOG GEOGRAPHIC DISTANCE

						
							
							-0.012+

						
							
							-0.011

						
							
							-0.272

						
							
							-0.897

						
					

					
							
							INDUSTRY DISTANCE

						
							
							-0.302**

						
							
							-0.370+

						
							
							 9.174

						
							
							 0.658

						
					

					
							
							LOG N. OF CO EXECUTIVES

						
							
							  0.350**

						
							
							  0.311**

						
							
							 2.262

						
							
							 0.204

						
					

					
							
							LOG TOTAL FUNDING

						
							
							  0.113**

						
							
							  0.147**

						
							
							-1.758*

						
							
							-2.498+

						
					

					
							
							LOG N. OF VC PARTNERS

						
							
							0.036+

						
							
							
						
							
							  2.201+

						
							
							
						
					

					
							
							VC Fixed effects

						
							
							N

						
							
							Y

						
							
							N

						
							
							Y

						
					

					
							
							The table displays Ordinary Least Squares estimates of the relationship between ethnic proximity and post-IPO performance. The estimation sample consists of 2,943 actual VC-company pairs for companies with data on market capitalization and 1,316 actual VC-company pairs for companies with data on net income one year after IPO.

Source: Hedge and Tumlinson (2014).


						
					

				
			

		
		

				

				
			

			
			Effect of ethnic proximity on VCs’ payoffs

			We find that the ethnic proximity of VCs and entrepreneurs is associated with a higher probability of the portfolio investment going public or being acquired. How much is this increased likelihood of IPO or acquisition worth to VCs? Using data and analysis found in Cochrane (2005) we can compute the positive impact of a one percent increase in IPO or acquisition probability on the ex ante expected rate of return to be 11 percent. This implies that our conservatively observed increase in the probability of successful exit of 2.5 percent (Column 2 of Table 4) associated with an additional executive who shares ethnicity with a VC partner increases the expected rate of return by around 27.5 percent at the time of investment. These IRR estimates show that the economic returns of coethnic partnerships are substantial, but should be interpreted cautiously – they rely on Cochrane’s finding that VCs, on average, enjoy 698 percent returns from successful exit events.

			Conclusion

			Our previously developed formal model highlights the subtle interaction between the selection and influence effects of social associations in business partnerships. It can be applied to many settings where the association between potential partners can be described with a distance metric. The model proposes that if proximity improves (selection relevant) information and most potential candidates are unsuitable, then increased confidence in their evaluation will cause evaluators to set lower acceptance thresholds over observable quality signals for nearby candidates. If proximity also improves performance after the partnership’s formation, then anticipating this, evaluators will drop thresholds for close opportunities further, even to the point that close candidates of lower quality will be accepted. But this is not taste-based discrimination – for these close relationships will perform better on average than distant ones. Thus, agents will target their searches for potential partners nearby and partner disproportionately with social neighbors.  

			Our empirical analysis confirms the model’s predictions. We show that conditional on investment, ethnic proximity between VCs and company executives is positively related to the probability that the venture exits in an IPO or acquisition, and to post-IPO market capitalization and net income. We also show that VCs are more likely to select ventures led by coethnic executives for investment, and the effect of proximity on investment selection is particularly salient for early-stage startups. Thus, our findings suggest that in the VC industry, favoritism toward one’s ethnic brethren brings superior economic payoffs. According to the National Venture Capital Association (NVCA), “In 2008, [US] venture capital-backed companies employed more than 12 million people and generated nearly USD 3 trillion in revenue (NVCA 2009, p. 2).” If the ethnicity of a single executive can substantially affect the probability of investment from a particular VC, of growing to sale on public markets, and post-IPO income, as we have found, we can conclude that individuals’ social associations have profound economic consequences.

			In our study, ethnic proximity proxies for a complex web of social ties that include linguistic, religious, and many other associations that bind together members of the same ethnic group. Individuals may choose to tap into certain associations borne out of a common ethnicity and not others. In teasing apart the effects of shared location, industry preferences, and educational background from less-distinct aspects of ethnic proximity that plausibly affect investments, we have only taken a first step in identifying the true effects ofethnic proximity and the channels through which they operate.
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					7	 In our sample, firms that received funding in R1, R2, R3 and R4 had IPO probabilities of 7.7 percent, 9.4 percent, 11.1 percent, and 12.2 percent respectively.  

				

				
					8	 In our sample of firms that received R1 funding, those in the Buyout and Acquisition phase had an IPO probability of 13 percent, while firms in the earlier stages had IPO probabilities in the 5.7–8.3 percent range. 
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Introduction

			Credit is the backbone of capitalism because credit allows the efficient allocation of resources to economic activities. In cases of distress,a bankruptcy regime is established that makes it possible to revive viable, but financially-distressed businesses and to liquidate structurally-distressed businesses in an orderly asset distribution procedure. Bankruptcy is ex ante of utmost importance because it incentivizes debtors and creditors to adjust credit costs and lending practices to bring them in line with expected ex post outcomes. Bankruptcy, however,was abolished under socialism,leadingtosystems ofsoftbudget constraintsthat are lenient towards inefficient management.

			In public finance such soft budgetary constraints occur when institutions are not coherent, i.e. when the circles of those who order, enjoy, and pay for the meal do not overlap. This is likely to result in moral hazard. In this article, three theoretical – institutionally coherent – models are proposed: (i) a model of integration, (ii) a model of autonomy, and (iii) a model of choice. On this basis, three federal jurisdictions – Germany, Switzerland, and the United States of America – are examined according to their public finance model and its institutional congruency. Conclusions for the Eurozone are drawn from these experiences. Recent developments in Greece under the Tsipras administration show how important such lessons are for Europe.

			Public finance bottom-up and top-down

			The allocation of capital is crucial in an economy to ensure that capital is deployed as effectively as possible. This allocation functions bottom-up in a free market society and top-down in a socialist economy. Although socialism collapsed in Europe in 1990, the top-down allocation of capital is still alive in capitalist economies in the area of public finance. Soaring public debt levels indicate that governments have succeeded in externalizing their public debt at the expense of other governments in the euro area. The default and exit of Greece under the Tsipras administration is imaginable. The ECB, the IMF, and especially the Merkel administration encouraged the Greek government to enter a tremendously expensive Ponzi scheme – that benefited the Greek people least of all, since they were largely deprived of their sovereignty and burdened with a currency that was far too ‘highly nominated’ to allow for the Greece economy’s competitive survival in terms of export.  

			In this article, we take a step back and look at how public finance can be organized in federal governments within a sovereign nation, before re-thinking the Eurozone situation in this light. To grasp the mechanism of collective decisions on public debt, one has to understand that the governments of modern economies are not monolithic. They consist of different competitive sub-central governments, each trying to attract as much capital as possible, preferably at the cost of other units within the sovereign nation. In this article, we propose three institutionally coherent models for organizing the public finance of sub-central units, states, and the federal union so that their decisions are internalized at each level and that opportunism is prevented: (i) a model of integration, (ii) a model of autonomy, and (iii) a model of choice. 

			While the mutual internalization of decisions represents a first step, it can nevertheless be excluded that governments become financially distressed and fail. Their break-up and liquidation is not an option, or at least that is the wide consensus in politics to date. Restructuring, however, is feasible. In this article, Germany, Switzerland and the United States of America serve as models of how public finance can be organized and what the implications of each model are. 

			Lessons from corporate finance

			In a capitalist system, firms are responsible for themselves. In cases of financial and/or economic distress, the government provides an orderly insolvency procedure. Insolvent firms are either liquidated or restructured. Liquidation means that the insolvent firm is dissolved as a legal entity and its assets are either sold as a packet or on a piece-meal basis. Restructuring means that creditors agree about the prolongation and/or reduction of debt, and the provision of fresh capital. The reorganization may be accompanied by a reorganization of the business. Restructuring and reorganization promise the insolvent firm a fresh start. The procedure is collective and replaces individual action so as to reduce the cost of insolvency, i.e. to avoid prisoner’s dilemma situations, unnecessarily multiplied cost for enforcement and monitoring, reputational damage, the cost of collectively irrational actions (herd behavior), et cetera.3 Liquidation and restructuring set a natural limit on over-indebtedness and mismanagement, and therewith facilitate an efficient allocation of capital. 

			Depending on the underlying lending structure, insolvency systems make use of different strategies to incentivize the main players. In a dispersed lending structure, the directors have superior knowledge and control options, while the creditors are rather inactive (rational apathy). The directors are incentivized with a carrot to cooperate. An institutional preference for rescue over liquidation, a debtor-in-possession restructuring option with a defensive stay as a protection against individual action, an exclusivity period for the debtor’s management to propose a plan, and an option to be shared-in the proceeds of the restructured firm – in deviation from the absolute priority principle – are each examples of self-exercisable rewards for an early entry into insolvency proceedings. Due to the lack of an incentive for creditors in a dispersed lending structure to invest in constant monitoring and risk management, it is paramount that the insolvency procedure appears as an attractive alternative for the debtor as compared with risky turn-around strategies out-of-insolvency. The carrot that the debtor may receive is funded by the savings of its creditors in ex ante debt management. In a concentrated lending structure, by contrast, institutional investors hold large (and often secured) debt claims. They have an incentive to protect their investment by active ex ante debt management (monitoring and creditor control by loan contract design). It is also typical for concentrated lending structures that creditors such as banks regularly cooperate in syndicated loan arrangements. Free riding is discouraged by established reputation mechanisms in inter-creditor relations. The creditors, ideally, act like a single creditor and choose the value-maximizing option in exercising control. The directors are threatened into playing fair with a negative sanction (stick) such as the replacement with an externally-managed insolvency procedure or with liability for delayed insolvency, wrongful, or fraudulent trading. One institutional disadvantage of a stick-strategy compared to a carrot-strategy is that the sanction is not self-exercisable but that, especially for liability claims, creditors have to initiate and fund the procedure, and they have to prove the directors’ fault. While insolvency systems, depending on the pre-dominant lending structure, tend to either apply a carrot or stick strategy, they may combine elements of both approaches.4

			Most importantly, the creditors anticipate the effect that the insolvency procedure has on the debtors’ behavior, the risk of default, and finally their share in the pie of assets that are available for distribution in insolvency. Those whose money is at stake – the creditors – have every interest in accurately pricing their risk. The prices of debt capital reflect the investors’ expectations about their risk in the investment. If creditors calculate a high risk, they either increase their interest rate or stand back from lending at all. According to this assessment, i.e. the debtors’ risk of default and the loss in default, the specific interest rate is calculated. The insolvency regime and its incentive structure play a major role in this regard. The cost of capital as the source for entrepreneurial activity gives the debtor a strong incentive to succeed in business and minimize the risk of a failure. In order to lower the cost of debt capital acquisition, the debtor has an incentive to invest and to signal a diligent business strategy. The insolvency regime supports the debtors’ credible signal.

			In socialism, the bureaucracy develops and enforces a plan how to finance the economy. The price of finance is not set by a competitive market, but it is centrally fixed. The Hungarian economist János Kornai (1986) has observed that socialist firms suffer constantly from insufficient liquidity because of exaggerated targets and bad payment morals. As the threat of insolvency is missing, financial crises are not resolved in orderly insolvency procedures, but by the state. The socialist state happensto be a lenient creditor, which permanently provides new liquidity. A bail-out is rather the norm than the exception. The socialist economy is an economy of soft budget constraints.

			After the fall of socialism, Kornai’s soft budget constraints did not completely disappear. They found a revival in the multilevel governments of federal states. In the following section, we will outline the particularities of public debt finance and its flaws within the Eurozone and within federal unions.  On this basis, we will present the previously mentioned three institutionally coherent models of public finance: (i) a model of integration, (ii) a model of autonomy, and (iii) a model of choice (section “Internalising externalities”). 

			Externalities in public finance

			Externalities among euro states

			Even though the euro member states are legally responsible for their debt promise in relation to their creditors (acta iuri gestioni) and in relation to other euro member states (Art. 123 I, 125 I TFEU) (EU 2016), they can factually escape their legal responsibility. The European Monetary Union has – contrary to the expectations of those who took the ‘law in the books’ (i.e. the European treaties) seriously – turned out to be a transfer union, ready to bail out insolvent member states either through the fiscal transfers of the ESM or through the monetary transfers of the ECB’s SMP or OMT programs.5 Kornai’s soft budget constraints, once familiar in socialist economies, re-appeared in new cloths under the euro. In effect, the euro governments assumed responsibility for each other’s debt. In case of fiscal distress, they support each other. Those that can expect to be bailed-out benefit from low interest rates because their investors do not bear the costs of incremental risk, but calculate the risk of the union as a whole. Cheap money makes unreasonable spending rational and explains rising public debt levels (Blankart and Ehmke 2014).

			Externalities within euro states

			Within the euro member states sub-central governments have three sources of income. They can raise taxes, they receive payments for services mandated by higher level governments and they can acquire debt in loan agreements and by public debt offers. Two types of sub-central externalities may occur.

			First, the superior units have an incentive to burden their local units with costly duties without transferring sufficient means for their funding. So the politicians at a state level can dress their windows and present themselves with balanced budgets to their voters, while the local units are forced into indebtedness. This tendency can be amplified by state debt brakes, which should restrict the state’s own indebtedness, but which, in fact, incentivize superior governments to ‘outsource’ debt to local units, whose indebtedness increases.

			However, the effectiveness of debt brakes largely depends on their credibility. Debt brakes are credible if the debtor is self-responsible for its debt and has to bear the risk and cost of excessive debt acquisition. If the last step is, however, the rescue of the public debtor by a savior, it is questionable as to whether all provisions set before – however strict they may appear to be – are credible.   

			Second, the sub-central units have an incentive to raise more debt than efficient if interest rates do not reflect the costs of the incremental insolvency risk. This is the case when no insolvency has to be expected, but eventually a bail-out takes place. If the disciplinary diktat of interest rates as a reflection of the local units’ budgetary performance vanishes, the government of local units – especially those less creditworthy – will feel invited to take a free lunch at the expense of those public entities that will eventually bear the cost of the bail-out. 

			Internalising externalities

			We propose three models for overcoming these problems on the demand side of the market for capital. They are all based on the idea of institutional congruence, requiring that the circles of beneficiaries, decision-makers and tax payers are congruent and coincident so that a strong link exists between risk, return, and control, in effect that those who order and enjoy the meal also pay for the meal (Blankart 2011).

			1. Integration: Institutional congruence may be achieved through vertical integration. The local units are dependent in their budgetary policy on their respective superior unit. Control and responsibilities are centralized. If a local unit struggles, the state is in charge of acting according to a guarantee given to the local units creditors to fund a bail-out. Although local units may still acquire their own debt, the ultimate debtor is the state. The interest rates are calculated according to the transfer union’s creditworthiness. 

			In order to be institutionally coherent, a functioning chain of commands from the top down to the bottom is required. The budget of the local units, as well as the task of how they have to spend their budget, is determined by negotiations with the state’s government. Even though political negotiations take place, the state government, which has to guarantee the debt, coordinates the transfers and has the ultimate and decisive say on the local budgets and their use. A problem reoccurs if the state itself can expect to be bailed out by the federal government. In the integration model the diktat of politics prevails.

			2. Autonomy: In the autonomy model the local unit’s budget is determined by the markets. As far as the local unit performs public duties on behalf of the state government, the local unit has a claim to be compensated for its cost. Aside from that, the local unit is independent in its budgetary policy. A bail-out does not take place. If the unit defaults, the creditors cannot expect the state’s government help. A bail-out would violate the principle of institutional congruence and create moral hazard. In case of bankruptcy creditors have to bargain about a solution with the local unit. The pool of assets available for distribution is limited to the local unit’s assets. In case an orderly insolvency procedure for local units exists, debtor and creditors can resort to that option. The question of how much debt a local unit can raise is decided by the creditors, who monitor the local unit’s performance and therewith its risk of default. Interest rates reflect the local unit’s incremental risk. The market diktat replaces political control.

			3. Choice: There is a middle ground between a pure model of integration and autonomy, which is a model of choice or an option model (Blankart and Fasten 2007). Two alternatives are imaginable: either the local units (1. alternative) or the states (2. alternative) can decide as to whether they want to apply the integration model.

			In alternative 1, local units can opt-out of the state’s transfer union. From now on, they are financially independent. They receive transfers only as far as they assume public duties from the state for which they will be compensated. If they have solid budgets, they may even benefit from lower interest rates than the state. More importantly, they escape the political diktat and can deal with their budget independently. Financially less solid local units may prefer to remain in the safe haven and be bailed out once troubled and, in exchange for the central government’s guarantee, to relinquish their budgetary independency. 

			In alternative 2, the states each decide whether they want to pay the price of a bail-out if necessary and remain in control, or whether they would benefit from giving up control as well as risk to their local units. 

			The role of creditors as suppliers of capital

			The previously developed models of integration, autonomy, and choice, characterize the demand for capital by different governments of a union. Now we will examine the role played by creditors on the supply side of the capital market in greater detail.

			In the case of vertical integration, the local unit is part of a transfer union. The state guarantees the debt of its local units. The state may itself expect a bail-out from the federal government. Therefore the creditors assume the risk of the transfer union as a whole, no matter whether they lend directly to the state, or to a local government. The interest rate reflects the financial situation of the union as a whole and does not exert any disciplinary function on the local unit. Only as far as the transfer union as a whole is concerned, the union government has an incentive to draft a reasonable budget plan and to enforce it on its downstream governments. 

			If, instead, the local units have an independent budget as in the model of autonomy, the creditors will be confronted with various potential debtors. The creditors face the incremental risk of the local unit. The cost for monitoring and control are internalized. That is in particular true in case of a single major creditor and a concentrated body of creditors’ structure with constant inter-creditor business relations. As long as creditors can coordinate amongst themselves and have a functioning internal agreement about how to divide the cost of monitoring and control, the assumption of individual debtor’s monitoring and control should hold. Such an internal agreement could be based on constant inter-creditor business relations and is rather typical of syndicated bank lending. The cooperation is then enforced by a threat to punish free riders in future business transactions; ultimately, with the threat of excluding opportunistic players from trading within an exclusive business circle.

			The more the body of creditors’ structure is dispersed, the higher is the chance that monitoring and control of the individual debtor does not take place. The investigation into the budgetary solidity of a debtor, as well as its constant monitoring and control, involves cost. Cost for information procurement will not be returned since one can expect that information is revealed through trading. Those who have taken the first step of investing in such information must fear that other creditors will free ride on their investment. The same applies to control which benefits all but burdens only the creditors who perform such costly control of the debtor’s performance. Monitoring and risk control become a public good. If debtors fund their budgets by publicly offered and traded bonds in particular, the body of creditors can be expected to be dispersed and the inter-creditor relations to be loose. The incentive to monitor and exercise control vanishes and an information gap remains. The investors cannot distinguish high quality from low quality bonds. Local units that offer debt with a low chance of default cannot credibly signal the high quality of their debt. They either find no investors if they price their debt accurately, or they have to under-price their debt and pay an interest rate calculated on a risk rate above their incremental risk rate. The bond price is then calculated as the arithmetic mean of all investment risks with different risky investments (pooling equilibrium). The incentive of the local units to tighten their belt so as to benefit from lower interest rates as solid debtors disappears. 

			The lack of a seperating equilibrium is a market failure, which is healed by the self-regulating forces of the market itself. Local units with a solid budget have an incentive to credibly signal their incremental risk and to collect the fruits of their budgetary performance insofar as it is superior to the average performance reflected in the pooling equilibrium. A local unit as a bond issuer commissions a rating by an agency. The agency attaches its reputation to the credit rating. The rating is freely accessible and will be seen as a pre-condition for credit investment.6 The disciplinary function of the interest rate is restored.

			Public finance in Germany, Switzerland and the United States

			The German experience 

			§ 12 para. 1 no. 1 of the German Federal Insolvency Code (Dejure 2016a) determines:

			(1) Insolvency proceedings may not be opened for the assets owned by

			1. the federal republic or a state;

			2. a legal person of public law supervised by a state, if the law of the state exempts such corporation from insolvency proceedings.  

			The latter option has been exhausted by the states. Indeed, no sub-central local unit provides for a public insolvency procedure. Therefore, the incentives to use resources deliberatively and efficiently are smaller in the public than in the private sector. In fact, governments have created an area for themselves, which is exempt from the capitalist principle of self-responsibility.

			In this context, however, the Federal Constitutional Court decided in its Berlin judgment of 2006 that the confederate (federal and state) governments of Germany are not obliged to bail out each other, unless in a case of last resort under the principle of “ultima ratio”, i.e. after all other means of a financial rescue have been exhausted (BVerfGE 2006). Once the stage of “ultima ratio” is reached, a bail-out is not only indicated, but even mandatory for the confederate governments. “Ultima ratio” requires that the distressed government has done all that is necessary and possible to maintain its operation. Or the other way round, the government must give up everything that is not indispensable to its operation. The court has not defined what indispensable means. Is the most recent masterpiece of the state museum indispensable, or the public urban transit network? Will creditors go to such lengths, or will they temper justice with mercy and stop the tragedy with an early bail-out of the distressed government? The Court leaves such questions open. Instead of explaining how to get from here to there, the Federal Constitutional Court only requires “indispensability”, which is open to political manipulation. 

			Since there is no insolvency procedure for sub-central units, but a bail-out is to be expected as “ultima ratio”, one may expect the German model of public finance to be a model of integration. However, since the sub-central units enjoy quite ample leeway in their own budgetary affairs (Art. 28 II GG) (Dejure 2016b); and since the budgets of states and sub-central units are separate and not integrated, which would be more characteristic for the autonomy model, the German model of public finance seems to be between the lines, i.e. not institutionally coherent. 

			The Swiss experience

			Leukerbad is a small spa in the canton of Valais in Switzerland with about 1,400 inhabitants. As such, it would not be worthwhile mentioning if it did not serve as a paradigm example showing how a strict no-bail-out principle can promote the endogenous generation of new institutions overcoming a previous market failure.

			In Switzerland local governments are subject to the Federal Law of Debt Collection of 1947 (SchGG: Bundesversammlung 2007). An insolvent community cannot be simply broken up, decomposed and sold in pieces. Its administration property is exempt from a break up. Only its commercial property can serve as a pawn in the case of an insolvency. There is a collective voting procedure on a plan for restructuring which can, if accepted by a qualified majority, bind dissenting creditors. However, the plan can only impose very limited infringements of creditors’ rights – a certain prolongation of the debt, a reduction of the interest rate, et cetera – but most essentially, no haircut of the principal amount owed to the creditors. There is, nevertheless, another important feature in the SchGG. The factually insolvent municipal can be put under guardianship (“Beiratschaft”). A public supervisory authority assumes budgetary control rights over the local unit, which loses its autonomy under the authority’s guardianship. The public supervisory authority is then supposed to restructure the local unit’s budgets and turn it around financially. Such a loss of autonomy can be seen as a harsh threat and an incentive for sub-central governments to avoid financial distress.  

			As the Swiss local communities were generally seriously financed and never suffered financial distress, Switzerland’s politicians have become oblivious to the law of 1947. 

			Under a legal illusion, the Lord Mayor of Leukerbad launched an enormous, debt-financed investment project worth CHF 232.5 million or CHF 140,000 per capita – too much for such a small unit. Leukerbad went bankrupt as a result. It came under guardianship of the canton, but a decision could not be reached. The banks refused to accept liability for the losses and claimed that Valais was responsible for bailing out Leukerbad in front of the federal tribunal in Lausanne. They argued that the government of the canton of Valais had violated its duty of supervising Leukerbad, and should therefore take over the debt. The court rejected the claim, confirming the no-bail-out principle. Accordingly, it was not the canton but it were the banks which had violated ‘their duty’ of supervising Leukerbad (Schaltegger and Winistörfer 2013). 

			But what should the banks do? They apparently became victims of a “lemons” market (Akerlof 1970) with unobservable quality differences. The market failure was healed by self-regulating market forces. Where there is demand, there is supply. Rating agencies emerged at the University of St. Gallen and in the specialized departments of larger banks, which provided creditors with information about debtors’ creditworthiness. Credit rating agencies ranked the local communities as well as the cantons, which re-adjusted their monitoring activities.

			Had the federal court decided differently, had it acknowledged that the canton of Valais had neglected its supervisory duty and was in charge of controlling the performance of its sub-central units, the banks would not have received the signal to check the municipalities’ creditworthiness. The market for credit agencies would not have emerged. The duty of control would have been shifted to the cantons, and municipal budgetary autonomy would have been lost if the cantons had – which would only have been rational in that case – integrated the municipalities. The conclusion is that market endogenous incentives can correct for market failure and that state control is not indispensable. 

			The US experience		

			After the revolutionary war, the Federal Government of the United States came to the conclusion that it could not afford to bail out its states if they were to suffer fiscal distress. The no-bail-out concept for states became a leading principle in the US by about 1840 (EEAG 2013). The no-bail-out principle is not a constitutional provision, but it became a credence capital good. The longer the no-bail-out principle was applied, the more it became a self-enforcing capital good. This principle has been maintained to the present day. 

			For municipalities, a collective restructuring procedure exists under Chapter 9 of the US Bankruptcy Code (US Courts 2016). The procedure has been applied over 600 times to date. Prominent examples are Orange County 1994 and Detroit 2013. Chapter 9 is drafted in line with the model of Chapter 11 for the reorganization and restructuring of corporate debtors. 

			The mechanism is released by a declaration of the public debtor of an inability to pay its debt. Under the protection of a stay, which prevents individual action, the debtor works out a restructuring plan in cooperation with its creditors. Creditors vote upon the plan in groups. The group formation takes place according to the creditors’ specific rights before and according to the restructuring plan. Hence, it can be ensured that the rights of minority creditors are not violated, and coordination is promoted within a relatively homogeneous group. The plan is approved by a group if half of its members, who hold two-thirds of the outstanding debt included in the restructuring plan, assent to the plan. 

			Finally, the court has to sanction the plan. If a group votes against the plan, the missing approval can be overcome by a court order. The court has discretion to cram-down a creditor group as “non-discriminatory, fair, and reasonable” if at least one other group has approved the plan. The aim of this provision is to promote the chances of a successful restructuring, since there is no guarantee that all creditor groups would approve an efficient, or a “non-discriminatory, fair, and reasonable” restructuring plan. While the orderly procedure should ameliorate coordination problems, some creditors may pursue interests that are perverse to the common goal of an efficient restructuring. If creditors holding more than one third of debt claims within one group possessed credit default swaps exceeding their debt claims, i.e. naked credit default swaps; or if they gambled on falling bond prices and shorten bonds of the troubled municipal, it would be perfectly rational for them to block a debt restructuring and leave the debtor to struggle on.  

			The restructuring procedure for public debtors in the US has some special features. Firstly, and most importantly, there is no liquidation procedure and therewith no disciplinary threat of a liquidation. In a corporate insolvency, liquidation would be the equally ranking alternative to corporate debt restructuring. The option that would yield the highest outcome, or would be the most efficient alternative, would be chosen. Secondly, the creditors and the court have limited opportunities to interfere in the public debtor’s affairs. The debtor’s existence should not be called into question and the local unit should be kept in a position that allows it to perform its public duties in the interest of its citizens. 

			The chance to bind defecting creditors and deter individual opportunistic actions provides a valuable option for the local unit to relieve itself of an unsustainable debt burden and get back on track towards solid budgetary policy so as to repay the reduced debt claims. Creditor and debtor agree upon a win-win-solution. The more values the orderly insolvency promises to maintain, the lower is the anticipated loss for creditors and the more favorable are the interest rates ex ante.

			Lessons for the Eurozone

			From the previous sections about public finance in federal states, one can draw the following conclusions for the Eurozone.

			In the Eurozone, the sovereign states maintain control over their national budgets. They are legally required by the Maastricht Treaty not to exceed a qualified limit for indebtedness. Recent history has taught us that such provisions appear to be null and void if not factually enforced – with France and Germany being the first countries to officially violate the debt limit. It can be observed that the member states of the Eurozone still remain largely independent in their budgetary policy, which would be in line with the autonomy model.

			However, the bail-out policy and transfer union reflect the integration model. In the expectation of a bail-out interest rates converge and a pooling equilibrium with cheap money for the poorly performing member states provides incentives for them to accumulate excessive debt, as outlined in the section “The role of creditors as suppliers of capital” (see Figure 1 ‘The Golden Years – A euro dividend’). A shock following the Ecofin decision that states should guarantee their national banks’ debt, doubts that peripheral member states could bear that cost, and probably lingering doubts as to whether a bail-out would actually take place, as previously anticipated (‘euro dividend’) but expressively prohibited by the European treaties, led to a steep rise in the bond yields of certain Euro member states. When it became clear in 2010 that the distressed member states would be bailed out, the yields – again – converged, approaching a pooling equilibrium in the transfer union, with exploding debt levels as a result (see Table 1).	
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	 Source: OECD (2016).


				
			

			
		

				

				
			

			

			Summary and conclusions

			If fiscal responsibility is blurred among federal union, states, and sub-central units, resources cannot be allocated efficiently among the levels of federal governments. 

			This article proposes three federal models for an efficient allocation of resources and an internalization of externalities: an integration model, an autonomy model and a choice model. All three alternatives establish clear responsibilities. They avoid the danger that costs are externalized.

			Nevertheless, insolvencies cannot be completely ruled out. What should be done in the case of insolvency? Private firms that go bankrupt are broken up and liquidated. But that is not an option for public units. In practice, there are three alternative models: The German Constitutional Court proposes a bail-out under the provision of ultima ratio. In Switzerland, the no-bail-out principle was confirmed in Leukerbad. Creditors are responsible for monitoring and controlling their debtors and are therefore incentivized to assess the incremental risk of the debtor to default and adjust their interest rates accordingly. As a result, creditors express a demand for debtor ratings that is satisfied by emerging rating agencies. The procedure of Chapter 9 of the US Bankruptcy code goes even further in establishing a free market debt negotiation procedure within the framework of an orderly insolvency procedure. It re-enforces the principle of self-responsibility, following the principle applied in the private sector economy. The US no-bail-out principle confirms the autonomy model.  

			The Eurozone shows the most obvious disparity in terms of institutional congruency with budgetary autonomy under the protection of a transfer union. Excessive debt levels are possible in cases where creditors calculate the risk of the transfer union, instead of the incremental risk rate, but control remains with the member states. In order to approach efficiency, a transfer union would require a functioning chain of commands from the top to the bottom. 

			Ultimately, moral hazard will prevail in federalism as well as in a monetary union if those who order and enjoy the meal do not have to pay the bill.
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			The scope and significance of a breakthrough in labour market regulation

			The 2015 reform changed Italian labour law more significantly than that of May 1970, when the Statuto dei Lavoratori was enacted (a very important reform of the entire discipline of individual and collective labour relations, which introduced some very important protections against dismissal and discrimination in the workplace). In fact, at that time, albeit the enactment of that law marked a very important milestone indeed, it was a part of an ongoing process that had started some time previously, in the 1960s, with a number of statutory provisions granting labour protection: the ban on any interposition in 1960, a very restrictive regulation of fixed-term contracts in 1962, the protection of working women in connection with their marriage in 1963, the provision of compensation for unfair dismissal in 1966, long-term temporary lay-off insurance (“Cassa integrazione straordinaria”) and special unemployment benefits in 1968, as well as the implementation of a very generous pension reform in 1969. A process of strengthening and improving the workers’ protection system that continued throughout three decades of so-called “flexible guarantee approach”, sometimes softening the protection granted in the “golden decade” 1960–1970, by adjustments and adaptations, but also reinforcing the protective system on some other occasions, like in 1990 in the field of individual dismissals, in 1991 in relation to collective redundancies, in 2000 relative to part-time, in 2001 regarding parental leave. In March 2015, conversely, when the first two legislative decrees (n. 22 and 23) started enforcing the delegation-law no. 183/2014, and in June 2015, when a third very important decree (n. 81) followed, Italian labour law changed its fundamental paradigm. Firstly, the property rule entailing an employee’s right to reinstatement in case of unfair dismissal, which had previously been a keystone of the system, hasbeen now replaced by a liability rule, i.e., a rule limiting the employer’s contractual liability to the payment of an indemnification calculated according to the prevailing standards in Europe (decr. n. 23); secondly, much more flexibility into corporate personnel management was introduced, which allows the employer a broader discretion in the adaptation of the employee’s duties to business needs (decr. n. 81). The unequivocal purposes of these changes are, on one hand, to provide the employer with a reliable forecast of termination costs, given that they have been already predetermined, and, consequently, to discourage any wager on the outcome of a lawsuit, which has pathologically increased litigation in Italy to date. On the other hand, the reform intends to pursue an increase in labour productivity through increased functional flexibility.

			Let us focus on the first point: the dismissals reform. From a system of sanctions aimed, apparently, at preventing unilateral termination by an employer, since employees were assured that no forecast of the termination costs could be made by the employer, and that such costs were sure to be very high2, the Italian legal system has moved to a body of rules and sanctions inspired by a radically new design. The fundamental rationale underlying this new policy is to ensure possible predictability and, at the same time, to reduce termination costs, providing this is due to an adjustment of the workforce, a technological change, an organisational change, or the exercise of disciplinary power.

			The new rules on dismissals

			According to the new regulations, the monetary amount of damages that can be obtained by an employee following legal proceedings is set at two months of more recent wages per year of service in the company; with a minimum of four years and a maximum of twenty-four years. Moreover, the same decree no. 23 of 4 March 2015 – valuing the German experience – offers parties a standard settlement path, so as to avoid litigation in court andproviding for immediate payment of an indemnification equal to one month’s pay per year of service, that in no event should be any lower than two months’ pay and no higher than eighteen months’ pay: this solution is strongly supported by the total exemption of this compensation from income tax.

			The only cases left in which an employer is sanctioned by an order of reinstatement of the employee in his/her job are those of null and void dismissal expressly provided by law: unlawful discrimination, anti-union retaliation and a working bride/mother in need of protection. Reinstatement is also ordered by the court whenever a disciplinary dismissal is subsequently proved in court to have been grounded on unsubstantiated facts; however, the same provision expressly excludes reinstatement in the event that the court should deem the dismissal disproportionate to the fault of the employee, provided that a fault has actually occurred (in this case the court will sentence the employer only to monetary compensation).

			The new dismissals discipline, which, not surprisingly, had strong opponents who claimed it violated Italy’s Constitution, can be explained within the new system framework created by the reform: in this new framework, reinstatement is no longer the main tool for protecting workers, since their economic and professional security will now be normally guaranteed in the market, rather than by freezing the employment relationship. Conversely, the reinstatement will be a penalty imposed on the employer only in cases in which individual dismissal power is used in an aberrant way (with aberrant use of dismissal power meaning something quite different to its merely debatable or unjustified use).

			Overcoming the disparity between protected and unprotected employees

			There were protests about this being a return to the 1950s, or even the nineteenth century. On the contrary, what should have been perceived as a return to weak regulations was the widespread use of long-term freelance agreements, or other contractual types, which were regularly used as of the end of the 1970s, with a view to circumventing labour law. A throwback to the nineteenth century were those three fourths or four fifths of fixed-term contracts compared to the general flow of new regular hiring, which have characterised the Italian labour market in the last two decades.

			The breakthrough was made possible by the entry into force of the first two decrees of the delegation-law no. 183/2014. Firstly, it includes a revival of the open-ended contract as the normal form of employment, favoured by the law and encouraged by a strong tax break and welfare contribution reduction. Secondly, it shifts law-makers’ focus to the protection of the workers in the market, rather than of his job inside the company at all costs, whenever they lose their jobs and have to look for another one, are in need of reliable income support and – in many cases – strong welfare benefits too.

			Employees’ protection in the market, not against the market

			The protection, hence, is no longer against the labour market, but in the labour market: thanks to a universal and egalitarian income support system, aligned with top European standards, and thanks to a restructured system of employment services (the latter is foreseen by the new legislative decree no. 150/2015, but is still to be implemented).

			The fundamental features of the new unemployment benefit scheme had already been introduced by law no. 92/2012 (the so-called Fornero Law). It has now been expanded in its duration and extended to include all unemployed individuals whose last position was a subordinate form of employment – including housekeeping and apprenticeship-related positions, which were previously excluded – or a relationship characterised by the economic dependence of the self-employed (although in this case a reduction of the unemployment benefit entity and duration is foreseen). Its coverage spans the first 24 months of unemployment: in the first three months the benefit is equal to 75 percent of the last salary. It then decreases by three percent every subsequent month, for a period of unemployment equal to half of the contribution period completed. 

			Further to this sort of “first pillar” of unemployment benefits, the intention of the lawmaker includes a second pillar, consisting of supplementary unemployment benefits negotiated by collective bargaining inside companies, or even in the scope of every industry sector. The 2016 Budget Law provides full tax exemption for this and other forms of “corporate welfare”.

			The so-called Repositioning Agreement as a tool to shorten unemployment spells

			As regards the new system of employment services, the fundamental strategy conveyed by the delegation-law, enacted then by Legislative Decree no. 150/2015, is a strong integration between public job centres (PES) and private employment agencies (PEA), following the model successfully tested in the Netherlands. This complementary action is implemented by means of the new scheme of a so-called Repositioning Agreement, signed by the involved job seeker and the private employment agency chosen by the job seeker from a list of certified operators.

			On the one hand, the Repositioning Agreement aims to provide the involved job seeker with effective support for his/her successful repositioning in the productive fabric. Provided that this goal is achieved, and only after its achievement, the public job centre or the private agency is paid a monetary award, inversely proportional to the employability of the involved job seeker. On the other hand, the involved job seekers are committed to keenly participate in all the activities proposed by their respective tutors as to promote faster and better reemployment. Any unjustified refusal by the person concerned to participate in those activities, or any refusal of an acceptable job offer, shall be reported to the public service. Consequently, if the refusal were found to be unjustified, the unemployment benefit would no longer be paid.

			This scheme aims to shorten the time of unemployment, and also exposes the unemployment benefit scheme to a fair system of “cross-compliance”: In fact, if an employment agency were known to be too strict, unemployed people would no longer choose it. If, conversely, its approach were too lax, it would not achieve the goal of reemploying the job seekers involved, and would receive no monetary compensation.

			As much as this might seem very close to a market mechanism, it is really needed to kick-start the performance of public job centres in their function of assisting and promoting contact between the unemployed and the certified agencies who can supply the intensive assistance service.

			At any rate, there is no need to mention that a sharp cultural and statutory change is vital to the proper functioning of this new tool: in the Italian labour market to date those who benefit from unemployment welfare have rested on the serene certainty of being able to decide calmly whether and when to seek a new job, because nobody has ever monitored their job-seeking activities or their actual availability in the labour market. The Repositioning Agreement cannot be a successful tool unless this page is turned, both from a cultural standpoint and from a labour law perspective, leaving behind the current regime, which has provided practically unconditional income support up until now (but only in favour of a privileged segment of the unemployed).

			The fact is, however, that this part of the reform has not yet been implemented: The new national agency, ANPAL, is not expected to be operational until the end of 2016.

			The new provisions governing change of duties and marking the distinction between subordinate employment and freelance collaborations covered by the Civil Code

			Another of the eight decrees of the reform is dedicated to the so-called “contracts reorganisation” (legislative decree no. 81/2015), which is an important step on the way towards simplifying legislation.

			This decree includes, among others, a provision that grants more powers to employers to change their individual employees’ duties, as an alternative to laying them off: The new rule (which applies not only to new employment relationships, but also to those established before the reform) allows, in the case of restructuring, the assignment of lower-level tasks.

			The same decree also includes a rule that redefines the border between the area covered by labour law and freelance work, with only the latter governed by the Civil Code. Under this provision, labour law applies only in cases where the employer has the power to stipulate the location and times at which work is performed. In other words, warehouse operators or secretary assistants can no longer be qualified as freelance collaborators. Conversely, journalists can still be classified as freelance collaborators providing they are free to work where and whenever they deem appropriate.

			Key issues of compliance with the Constitution

			a) regarding the difference between the discipline of ongoing contracts and the discipline of new ones

			The silver bullet of left-hand opponents to this reform is the claim that it does not comply with the Constitution, since it implies uneven entitlements by employees as regards the regulation of dismissals, those under the old employment contracts and those under the new ones. This objection ignores that the existing situation was even less compliant, and this is why the present reform is willing to put an end to it. In fact, the ancien regime practically gave five sixths of new recruits little chance of being hired under open-ended employment contracts.

			Actually, in its review of other amendments of law provisions governing long-lasting contractual relationships, the Constitutional Court accepted both legal changes: those that had applied the new rules only to the contractual relationships established after the reform, and those that had also applied the new rules to pre-existing relationships, just limiting their application in the latter case, reasonably, so as to prevent mandatory regulations from dramatically impacting the pre-existing contractual balance.

			On the other hand, in the case of this labour reform, it is clearly reasonable to exclude those relationships that had been already established at the time of its enactment from the application of the new dismissals discipline. Let us consider what might happen if the protection granted by the rigid 1970 discipline were to be suddenly removed for all employment relationships, both ongoing and new ones. This would risk triggering the prompt dismissal of all those individuals whose employment balance was at a loss to the employer, whether significantly or not, which held on to their jobs to date thanks to the old discipline. Should this massive layoff phenomenon take place, the economic system could by no means financially cope with it, since funds would not be sufficient to provide the necessary unemployment benefits to everyone. Such a situation could not be addressed by any actions, not even by the new employment services provided by the reform, such as the Repositioning Agreement, which requires cooperation between public services and specialised private agencies providing assistance to those job seekers who have just lost their jobs (see § 5). These new tools need a testing time, which is possible only if the demand for new services only gradually increases over the first two or three years.

			Furthermore, a sudden and dramatic increase in layoffs would provoke widespread social alarm, and, as a result, exert foreseeable pressure on the Government and the Parliament for suspending the application of the new rules. This would give pause to both employers and investors who, faced with an unpredictable scenario in terms of the stability of the legislative framework, would most probably neutralise the positive effect of the reform and its incentive to hire.

			Continued: b) regarding the replacement of the property rule that has protected regular workers to date with a liability rule, and the reduction of court-ordered indemnification; c) regarding the use of the predetermined severance cost as an objective sorting tool for business decisions in this respect

			The crucial political and juridical point of this reform is the transition from a regime in which a dismissal is considered a “death penalty”, or in any case a fact in itself pathological, only acceptable as a last resort in extreme situations, to a regime in which it is considered instead as an integral part of the normal physiology of corporate life and of any career, which is useful to some extent to improve the allocation of human resources in the productive fabric, and, therefore, to improve labour efficiency, as well as for employees to increase their compensation.

			The argument raised by opponents to this approach can be summarised as follows: If a judge finds that the employer’s action was unlawful, why not to allow the same judge to sanction the unlawful action by fully eliminating its effects (reinstatement), or, at least, by ordering payment of a compensation amount that is strictly proportioned to the damage actually suffered by the other party?

			This is how that argument may be countered: firstly, it is worth noting that it is virtually impossible to quantify the actual damage caused to a dismissed employee in individual cases, since there is no way to check on the actual availability of the same person for a new job and, most importantly, monitor his/her proactive search for a new job. Conversely, if the compensation is pre-determined by law, also based on the damage mitigation owed to the newly-provided unemployment benefits, there is no danger that the prospect of a higher level of compensation obtainable through judicial litigation discourages the dismissed employee from promptly and effectively seeking a new job.

			Moreover, the most appropriate counterargument to the reform’s opponents is that no exact evaluation can be made in court, since the depths of the expected loss that led the employer to decide upon the dismissal cannot be completely researched in a judiciary proceeding.

			In truth, the reason for any dismissal has always been, ultimately, an expected loss in case of continuation of the relationship, whether in terms of financial costs or of opportunity cost. This also applies whenever the dismissal follows to an employer’s complaint regarding some fault on the part of the employee. Thus, we are talking about a forecast of something occurring in the future, which cannot be proved in court, either by documental evidence or by witnesses: It can just be subject to an evaluation with wide margins of discretion. However, a court can hardly make such an assessment with reliable results, since a specific technical expertise and the knowledge of all context data would be required, none of which the court may sufficiently possess.

			The new rules governing this matter therefore outweigh the impossibility of the employer to provide the court with exhaustive evidence of the economic reason or business cause for the dismissal, which is usually the case, except when a serious corporate crisis is manifest. On account of this, the new provisions offer a tool for sorting business choices in this field, based on a “standard termination cost” to be incurred by the employer whenever no agreement is reached with the employee on the termination of the work relationship. The sole exception to the above is the case in which the reason for dismissal is so evident that it can be easily proved in court.

			In this view, most observers will find the rationale of the new Italian dismissals discipline consistent with the grounds of the draft reform of this matter that was presented to the French Government by the economists Olivier Blanchard and Jean Tirole in 2003 (Blanchard and Tirole 2003).

			Impact of the reform on employment flows and quality in the first year

			Law-makers have helped the reform to take off by offering a significant tax break and welfare contribution reduction for open-ended employment contracts signed in 2015. More precisely,

			a) The Income Tax on Productive Activities (IRAP) was reduced for costs associated with new open-ended hires;

			b) The state takes over all cost of social security contributions related to new permanent hires, provided that they had not been employed under open-ended contracts in the previous six months. The same incentive was provided in case of fixed-term contracts converted into open-ended ones; conversely, it cannot be applied in cases of apprenticeships converted into regular open-ended work agreements. In 2016, this economic incentive was reduced to 40 percent of the amount of social security contributions due.

			Figure 1 shows the data on the impact of this economic shock combined with the regulatory shock (the new regulations on dismissals) provoked by the reform throughout 2015. Additionally, Table 1 presents detailed data on the Italian labour market flow in 2015 compared to 2014.
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	Data on the Italian labour market


					
							
							
						
							
							2014

						
							
							2015

						
							
							Difference

						
							
							%

						
					

					
							
							Permanent Hires

						
							
							1,273,750

						
							
							1,870,959

						
							
							+597,209

						
							
							+ 46.9%

						
					

					
							
							Fixed-Term Hires

						
							
							2,986,000

						
							
							2,974,056

						
							
							  - 11,944

						
							
							  - 0.4%

						
					

					
							
							Conversion from Fixed-Term into Permanent Hires (with economic incentive)

						
							
							  329,848

						
							
							  492,729

						
							
							+ 162,881

						
							
							+ 49.4%

						
					

					
							
							Conversion Apprenticeship into Permanent Hires (with no economic incentive)

						
							
							   85,352

						
							
							   69,271

						
							
							 + 16,081

						
							
							+ 23.2

						
					

					
							
							Total New Permanent Contracts

						
							
							
						
							
							
						
							
							+776,171

						
							
							+ 47.3%

						
					

	Source: Ministero del Lavoro e delle Politiche Sociali (2016a).


				
			

		
		

				

			
			

			
			In the Economic and Financial Document submitted to the Parliament on 9 April the Italian Government indicates 846,498 as the difference between the new stable employment contracts (new open-ended hires plus transformations of fixed-term in open-ended contracts) and terminations during 2015. During January and February 2016 a net decrease was seen in new open-ended contracts: This is the predictable consequence of the peak in permanent hires that occurred in December 2015, caused by the 31 December deadline of the economic full incentive. However, comparing the set of stable jobs in the quarter December 2014–February 2015 (396,309) with the sum of those recorded in the quarter December 2015–February 2016 (543,119) reveals that 2015 saw an increase of 37 percent in open-ended hirings. Moreover, if we consider that in the months of January and February 2015, the full economic incentive was already in force, we can gain an indication of the causal link between the majority of the said increase and the regulatory shock. Finally, the following data on the last quarter of 2015 show the impact of the reform on the labour market in terms of the decrease in precarious jobs (fixed-term contracts and freelance work agreements) filling permanent job needs: People hired on open-ended employment contracts in Q4 2015: 739,880 (+100.9 percent relative to Q4 2014). People hired on long-term freelance work agreements in Q4 2015: 104,676 (-40.4 percent relative to Q4 2014).3

			Hypothesis on the impact of the economic shock versus the regulatory shock

			These figures raise the question of whether it was the regulatory shock (the new regulations on dismissals) or the economic shock (the significant tax break and welfare contribution reduction concerning open-ended contracts entered into in 2015 and continued in a milder form in 2016) that triggered the sharp increase in new permanent employment contracts, i.e., 776,171 more in 2015 compared to 2014 (taking into account new hiring + former fixed-term contracts made open-ended, as shown by table 1).

			This question can only be clearly and plausibly answered with econometric research. However, we already have some clues to that point, at least tentatively, to one explanation. The first clue is the balance between the increase in permanent employees hired in January–February 2015 compared to the same two months of 2014 (30.9 percent) – which was affected by the economic shock only, since the regulatory shock had yet to come – and the increase recorded in March 2015 compared to March 2014 (49.5 percent), which was affected by both. This difference suggests that almost two fifths of the increase was due to the new provisions on layoffs.

			Another clue emerges from comparing the percentage rate of the overall increase in new open-ended contracts or in temporary employees made permanent throughout 2015 compared to 2014 – 46.3 percent – and the percentage rate of the increase in apprentices made permanent under an open-ended work contract, i.e., 23.2 percent. In fact, the latter was impacted by the regulatory shock only, not by the economic one. Based on these figures a tentative assumption may again link approximately one half of the increase in permanent work relationships to each factor.

			Moreover, we have seen (§ 9) that among the permanent employment data for the quarter December 2014–February 2015 and data for the quarter December 2015–February 2016 there was an increase of 37 percent, mostly due to the regulatory shock (since the full economic incentive was already in force in January 2015).

			Finally, the figures provided by Istat (2016) and reported in the Economic and Financial Document submitted by the Government to the Parliament on 9 April should be mentioned, whereby 35.1 percent of manufacturing companies and 49.5 percent of those in the service sector declared that they grew their staff base in 2015 and were partly motivated to do so by the new discipline of the permanent contract. 

			The increase in new, open-ended contracts will probably slow down in 2016, as a direct result of the economic incentive reduction. Nevertheless, the positive influence of what we called regulatory shock can be expected to increase. In the first year after the reform came into force, in fact, the impact of the regulatory shock has been surely mitigated by the justifiable scepticism of a number of entrepreneurs wondering whether the new regulations on dismissals could be counted on in case of litigation. They were still smarting from the disappointing experience of seeing the new provisions by the so-called Fornero Law, no. 92 of June 2012, on disciplinary dismissals practically nullified by the courts’ decisions in the three years that followed. Now, instead, all players in this field – including judges – confirm that, in the first year after the new regulations took effect, almost every case of early termination of employment under the regimen of the Legislative Decree no. 23/2015 was resolved by means of standard transactions. This in turn means that the 2015 reforms have produced the desired result of reducing drastically litigation concerning layoffs. This might convince even the most reluctant entrepreneurs to change the old practice of using a series of fixed-term hirings. This is why the impact of the reform should be stronger in the time to come.

			Will such employment growth continue?

			Providing there is no negative impact from exogenous shocks, there is good reason to hope that employment will continue to grow. The reason for this is that Italian consumers should be more confident of economic growth, and international investors more willing to invest in our country, as a result of the progressive alignment of the Italian system with standards in other Western countries with regard to labour regulations, the performance of public offices and bodies – starting with the courts – and the reduction of energy power cost. However, emphasis should be put on the term “providing”, which calls for the utmost caution.

			This article was released in June 2016.
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			Asylum Applicants in the EU – An Overview

			Daniela Wech1

			
The number of refugees that applied for asylum in the EU last year was significantly higher than in previous years. A considerable share of asylum applicants was granted permission to stay. In addition to providing information on asylum applicants as well as decisions on asylum applications, this article also presents survey findings with regard to the qualification structure of asylum applicants. 

			Asylum applications in the EU

			Figure 1 shows the development in the number of asylum applicants per month in the top 5 EU countries with the highest number of applications since 2009.2 These countries were Germany, Sweden, France, Italy and the United Kingdom. In the years from 2009 until 2012, the number of asylum applicants in these countries was below or around 5,000 per month. At the end of 2012, monthly applications in Germany exceeded the number of 10,000 for the first time. Since the beginning of 2013, the absolute number of asylum applications per month in Germany has constantly been higher than in any other EU country. It rose significantly during the years 2013 to 2015; the increase was especially pronounced in autumn 2015. This was the time at which the topic “refugee crisis” started to gain attention in the public debate in the EU. At that time, the monthly number of asylum applicants went up in all top 5 EUcountries. Sweden experienced the largest increase in one single month. Since the end of 2015, the numbers have tended to decline in all countries. However, there are differences across countries. Whereas the number of asylum applicants reached the same level as prior to the peak in Sweden, it climbed to a fresh peak in Germany at the beginning of 2016.3
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			In absolute numbers, Germany was the country in which most people applied for asylum. However, when accounting for the population size, a different picture emerges. Figure 2 depicts the number of asylum applicants in the 15 largest EU countries both in total numbers, as well as relative to the population size of the respective country. On the left axis, the accumulated numbers of applications during the 12-month period from April 2015 to March 2016 are shown in absolute numbers. On the right axis, the numbers per 1,000 inhabitants are shown. It becomes obvious that relative to its population size, Sweden, Hungary and Austria received the most asylum applications. The ratio of asylum applicants to the population was more than twice as high in Sweden and Hungary than in Germany. It was relatively low in France, the United Kingdom and Italy – three countries that were among the top 5 countries with the highest number of applicants in Figure 1. The ratio was much higher in Belgium and the Netherlands than in these three countries. 
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			Most people who applied for asylum in the EU in 2015 came from Syria (29%). In second place were Afghans (14%) and in third place Iraqis (10%) followed by applicants from Kosovo (5%) and Albania (5%). Pakistan, Eritrea, Nigeria and Iran were also among the main countries of origin of asylum applicants in the EU. Figure 3 reveals major differences in the main countries of origin across countries. In Germany and Sweden, Syrians accounted for a large share of applicants (36% and 33% respectively), whereas in France, only 7% of all applicants came from Syria, and in Italy and the United Kingdom, Syria was not one of the three main countries of origin. In Germany, for example, the top three countries of origin were Syria, Kosovo and Albania, while in Italy, they were Pakistan, Nigeria and Gambia. There were also cross-country differences between the share of applicants that came from the three main countries of origin; in Germany, this share accounted for 56% of applicants, whereas in France, it only accounted for 20%. 
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			Decisions on asylum applications

			National authorities are in charge of evaluating the asylum applications and deciding whether asylum is granted to a person or not. Figure 4 shows the top 5 EU countries with the highest number of pending asylum applications – this means the countries with the highest number of applications being processed. It becomes obvious that the number has been increasing steadily in Germany since 2014. In March 2016, there were over 470,000 pending asylum applications compared to fewer than 140,000 in January 2014 (a more than threefold increase). Apart from Germany, pending asylum applications only increased remarkably in Sweden. In December 2015, the number was almost three times higher than in June 2015 (more than 150,000 compared to around 55,000). 
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			Figure 5 illustrates first instance decisions on asylum applications by outcome in the first quarter of 2016. Refugee status is defined as protection under the Geneva Convention; authorisation to stay for humanitarian reasons means a person is granted permission to stay under national law. Subsidiary protection status is granted to applicants who would face a real risk of suffering serious harm in their country of former habitual residence (Eurostat 2016b). On EU average, almost half of all applicants were granted refugee status, 3% were allowed to stay for humanitarian reasons and 8% gained subsidiary protection status. 40% of asylum applications were rejected. These shares varied substantially across countries. In Germany, over two thirds of applicants were granted refugee status, whereas in Italy, only 3% were considered as refugees. However, while 19% of applicants were granted authorisation to stay for humanitarian reasons in the latter country, this share was negligibly small in the former country. The share of rejected applications was only 32% in Germany; while in France, the United Kingdom and Italy, around two thirds of applications were rejected. 
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			First instance decisions on asylum applications on EU average by citizenship in the first quarter of 2016 are shown in Figure 6. People from Syria were granted refugee status in 88% of all cases, whereas only 2% of applications were rejected. The shares of applicants from Iraq and Eritrea that were considered as refugees were also very high (62% and 74% respectively). Nevertheless, the applications of over one quarter of all Iraqis were rejected. Applicants from Afghanistan were granted refugee status in 22% of all cases, while 26% were given subsidiary protection status. Compared to applications from people from Syria and Eritrea, the share of rejected applications was much higher (43%). As far as applications from people from Serbia, Kosovo and Albania are concerned, a completely different picture emerges: 99% (Serbia), 96% (Kosovo) and 98%(Albania) of all applications were rejected. 
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			Demographic characteristics of asylum applicants

			Figure 7 illustrates the age structure of asylum applicants during the 12-month period from April 2015 to March 2016. On EU average, 53% of applicants were aged between 18 and 34 years. Children under the age of 14 accounted for 20% of all applicants; the share of those aged between 14 and 17 years was 9%. 17% of asylum applicants were between 35 and 64 years old, and only 1% were 65 years or older. There were cross-country differences in the age structure of applicants. In Italy, for example, 81% of applicants were between 18 and 34 years old, whereas this share was only 39% in Sweden. Nevertheless, the age structure showed common patterns across countries: Asylum applicants tended to be relatively young and the share of those aged 65 years or older was negligibly small in all countries. In terms of the gender structure of asylum applicants, there were also common patterns across the EU countries shown in Figure 7. During the 12-month period from April 2015 to March 2016, on EU average, 72% of applicants were male and 28% female. In most countries, men accounted for just over two thirds of applicants; while in Italy a mere 12% of applicants were women. 
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			Qualification structure of asylum applicants

			A question that is often asked with regard to the integration of asylum applicants is that of the qualification structure of those applying for asylum in the EU. As Syrians represented the highest share of all applicants (see Figure 3), preliminary findings from a survey conducted among Syrian refugees by the UNHCR (UNHCR 2015) make it possible to draw tentative conclusions about the qualification structure of a significant share of asylum applicants. UNHCR teams asked Syrians who arrived in Greece between April and September 2015 a set of questions, including one about their level of education. Although the results cannot be considered as representative of Syrian refugees in the EU, they provide interesting insights into the qualification structure of Syrian asylum applicants. 86% of interviewees reported a high education level: 43% of respondents had a university level education, 43% a secondary level education. 12% stated that they had a primary level education and only 1% reported having no education. These preliminary findings suggest that Syrians applying for asylum in the EU have a high level of education. 

			The third highest number of asylum applicants in the EU came from Iraq (see Figure 3). The International Organization for Migration (IOM) conducted a survey among Iraqis who left their home country in 2015 (IOM 2016). During November and December 2015, Iraqi migrants residing in Europe were interviewed by IOM. As in the survey described above, these findings cannot be considered as representative of those Iraqis who came to Europe in 2015. 41% of interviewees reported having completed university education, 47% indicated that they have secondary level education. Only 11% of respondents stated that they had only completed primary education. 

			The surveys conducted by the UNHCR and IOM indicate a high level of education on the part of Syrian and Iraqi asylum applicants. According to OECD (2015), refugees are generally not among the very poorest people in their home country and also tend to have an above-average education level compared to all natives of their countries of origin. PISM (2015) also concludes that Syrians who have recently come to Europe are from the richer and more educated part of Syrian society. 

			In Germany and Austria, national authorities conducted surveys among asylum applicants. The findings from these studies suggest that applicants tend to have a lower education level than the native population, although there are significant variations between citizenships (European Commission 2016). In Germany, the Federal Office for Migration and Refugees interviewed asylum applicants in 2015 (BAMF 2016). The survey was conducted on a voluntary basis and its findings cannot be considered as representative. 18% of respondents reported to have attended a university and 52% stated that they had attended a secondary education institution (they were not asked if they also obtained a degree). 22% of interviewees went to a primary education institution and 7% responded that they had received no formal education. However, the answers varied significantly between respondents from different countries of origin. Applicants from Iran and Syria had a higher level of education than those from Albania, Kosovo, Serbia, Iraq, Afghanistan and Eritrea. 35% of Iranians and 27% of Syrians attended a university, the share of those with no formal education was below 4% among applicants from both countries (percentages below 4% were not reported). The share of asylum applicants from Afghanistan without any formal education was particularly high (27%), but it was also significantly higher than the average among applicants from Serbia (18%). With the exception of interviewees from Iran, male respondents had a higher level of education than female respondents. Asylum applicants were also asked about their language skills. 28% of all survey participants reported having English language skills, this share was highest among Syrian respondents (41%). It was much lower among applicants from Afghanistan (14%) and substantially lower among interviewees from Serbia (3%). 

			In a survey conducted by the Ifo Institute in October 2015, firms in Germany were asked to judge the potential of hiring asylum applicants (Battisti, Felbermayr and Poutvaara 2015). According to their responses, 59% of firms see good chances; but potential was typically seen for low-skilled jobs. A lack of language skills was considered as the most crucial obstacle to employing asylum applicants, followed by a low qualification level and a high bureaucratic burden. At the beginning of 2016, the Ifo Institute conducted a further survey in which human resource managers were asked about their plans to hire asylum applicants (Falck et al. 2016). Only 7% of respondents stated that they had employed asylum applicants during the past 24 months. 34% of all interviewees intended to do so in this year or from 2017 onwards. This share was twice as high among those who responded having already hired asylum applicants. Language skills were seen as by far the most important barrier; however, the qualification structure of asylum applicants and bureaucratic barriers were also mentioned as obstacles. The findings from these two surveys indicate that a lack of (language) skills poses a challenge for the integration of asylum applicants into the labour market. 

			The Austrian employment agency conducted a non-representative survey among asylum applicants during the time period from the end of August to mid-December 2015 (AMS 2016). Participants were asked about their highest educational degree. Respondents from Afghanistan were much lower qualified than those from Syria, Iran and Iraq (these were the only four countries that were analysed separately). 30% of interviewees from Afghanistan reported to have no formal education, whereas this share was only 1% among those from Syria and Iran and 5% among those from Iraq. 67% of Syrian asylum applicants either had a university degree, a secondary education degree or a vocational degree. This share was 90% among applicants from Iran and 73% among applicants from Iraq, however, it was only 26% among respondents from Afghanistan. In general, women tended to have a higher education level than men.

			Concluding remarks

			The refugee crisis in the EU is largely driven by the large number of Syrians that came to Europe due to the civil war in their home country. Syrian nationals are also those who are most likely to be granted refugee status in the EU. Preliminary findings from non-representative surveys suggest that Syrian asylum applicants are highly educated compared to applicants from other countries of origin. However, the comparability of educational and vocational degrees is not easy to verify and language difficulties also pose a challenge for the integration of asylum applicants into the labour market. 

			References

			Arbeitsmarktservice Österreich (AMS) (2016), Pressekonferenz –Asylberechtigte auf Jobsuche, http://www.ams.at/ueber-ams/medien/ams-oesterreich-news/asylberechtigte-auf-jobsuche (accessed 22 June 2016).

			Battisti, M., G. Felbermayr and P. Poutvaara (2015), “Arbeitsmarktchancen von Flüchtlingen in Deutschland: Ergebnisse einer Unternehmensbefragung”, ifo Schnelldienst 68 (22), 22–5.

			Bundesamt für Migration und Flüchtlinge (BAMF) (2016), BAMF-Kurzanalyse 3/2016 – Sozialstruktur, Qualifikationsniveau und Berufstätigkeit, Nürnberg.

			European Commission (2016), An Economic Take on the Refugee Crisis, Commission Staff Working Document, Brussels. 

			Eurostat (2016a), Asylum and Managed Migration (t_migr),http://ec.europa.eu/eurostat/data/database (accessed 14 June 2016).

			Eurostat (2016b), Glossary: Asylum Decision, http://ec.europa.eu/eurostat/statistics-explained/index.php/Glossary:Asylum_decision
(accessed 17 June 2016). 

			Falck, O., G. Felbermayr, A. Jacob-Puchalska and P. Poutvaara (2016), “Arbeitsmarktchancen von Flüchtlingen”, ifo Schnelldienst 69 (4), 83–5.

			International Organization for Migration (IOM) (2016), Migration Flows from Iraq to Europe, February 2016, Geneva. 

			OECD (2015), Is This Humanitarian Migration Crisis Different?, Migration Policy Debates no. 7, September 2015, Paris.

			PISM (2015), “Who Are They? Two Profiles of Syrian Refugees”, The Polish Institute of International Affairs Policy Paper no. 36 (138). 

			Poutvaara, P. and D. Wech (2015), “ifo Migrationsmonitor”, ifo Schnelldienst 68 (23), 24–31.

			UNHCR (2015), Syrian Refugee Arrivals in Greece, Preliminary Questionnaire Findings, April – September 2015, Geneva.

			Wech, D. (2016a), “ifo Migrationsmonitor: Einwanderer und Asylbewerber in Deutschland – Zahlen, demographische Angaben, Qualifikationsstrukturen und Arbeitsmarktpartizipation”, ifo Schnelldienst 69 (6), 51–8.

			Wech, D. (2016b), “ifo Migrationsmonitor: Rückgang der Zahl der registrierten Flüchtlinge – schwierige Arbeitsmarktsituation für Asylbewerber”, ifo Schnelldienst 69 (12), 68–73.

			
				
					1	 Ifo Institute. The author would like to thank Dominik Elsner and Jan-Philipp Suchta for data research assistance. 

				

				
					2	 All figures in this article with monthly data show numbers until March 2016. This is the latest month for which data was available for all EU countries (date of reference: 14 June 2016). This is necessary to allow for cross-country comparisons.
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			Determinants of the Educational Situation of Young Migrants

			Daniela Wech and Tina Weinkam1

			
Due to the extraordinary influx of refugees from Syria and other crisis areas since last year, the integration of migrants is currently being debated more than ever in many member countries of the European Union. In order to draw conclusions for future policy measures to integrate migrants, the situation of today’s migrant population will be analysed in greater detail. Most of the literature on this topic discusses the assimilation of migrants into the labour market. This article, however, focuses on education, which has an important impact on one’s future level of employment and income. Two central questions will be answered during this elaboration: Firstly, to what extent can individual characteristics – such as the socioeconomic status and language skills – explain international differences in the educational achievement of migrants? And secondly, how large is the effect of institutional factors in this context? To answer these questions, some datasets are described and the results of empirical works are presented. 

			The native – migrant gap

			The most common approach to assessing the educational situation of children with migration background is to compare their achievement to that of natives, the so called “native-migrant gap”. For this purpose, PISA (Programme for International Student Assessment) is an especially useful dataset.2 15-year-old students participate in this study (OECD 2006).

			When comparing differences between natives and migrants it is important to distinguish between immigrant generations. A key difference between the first and the second generation is that the former could have received their education in their home or host country. Figure 1 provides the maximum scores reached in the PISA test for the bottom 25 percent of students by migration status. Here, the results are illustrated for 14 countries of the European Union, as well as for Switzerland, Norway and major non-European destination countries for migrants: Australia, New Zealand and Canada. The figure presents countries in a descending order according to the score points in the sub-group of natives.

			There are remarkable differences between generations: In all countries, with the exception of Austria and Germany, the performance of second generation migrants has improved relative to first generation students (for more details, see Algan et al. 2010). Since not all of the students with a migration background receive their education completely in their host country, it is difficult to compare them with native children. Thus, the following analyses only focus on the group of second generation migrants. These persons were born in the destination country and therefore should have the same educational opportunities as natives. Nevertheless, in most of the countries they still lag behind their native born counterparts. The test score discrepancies are especially large in Germany (-98 points), Austria (-92 points) and Belgium (-84 points). A successful assimilation of the second generation only takes place in Australia, the United Kingdom, Canada and New Zealand (the native-migrant gap lies within the small range of -15 to +8 score points).
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			What are the determinants relevant to the educational success of students with a migration background? This especially includes composition effects (individual characteristics like their gender, age and family background), as well as context effects such as the environment of the student (e.g. municipality, school, peers). Whereas the former is mainly determined by one’s family background, context effects can be influenced by political decisions.

			Composition effects

			Besides the gender and age of a student, his/her socioeconomic status represents an important component of the composition effects. Several factors can be used to define socioeconomic background including the highest parental educational attainment (ISCED3), parental occupational level (ISEI4) or the number of books in thestudent’s household (Schütz, Ursprung and Wößmann 2005). For students with a migration background, their proficiency in the language of their host country is particularly relevant. To that end, the PISA database provides information on which language is spoken in the student’s home. Figure 2 shows the differences in mean score points (diamonds), as well as the results of a regression on the native-migrant performance gap (bars). The bars with colour filling illustrate the remaining extent of the gap when controlling for the socioeconomic status and the language spoken at home.
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			In Belgium, the unadjusted performance gap is by far the largest, followed by Germany and Luxembourg. As soon as the socioeconomic status and the language spoken at home are controlled for, the performance differences decrease in all countries except for Portugal. As the extent to which the initial gap can be explained by the two variables varies significantly across countries, the order of the countries in terms of the remaining gap changes. In Portugal the differences are largest, whereas they decrease substantially and become insignificant in Germany. Immigrants only perform significantly more poorly in Portugal, Belgium, Spain, Luxembourg and Switzerland. In Australia, children with a migration background achieve even better test scores than natives with the same socioeconomic status.

			For a better understanding of the previous results, it is necessary to account for differences in the parental socioeconomic status of children with and without a migration background. The PISA database provides information on the ISEI of the parents that can be used to define this variable. Descriptive statistics in Table 1 show a substantial variation in the occupational status of parents. The countries are sorted by the ISEI differences of natives and migrants. The link to Figure 2 becomes notably apparent in Portugal and Spain: the parents of the second migrant generation have a higher ISEI than the parents of natives. This is why the socioeconomic status cannot explain the poorer performance of migrants in these two countries. By contrast, migrants have a much lower ISEI than natives in Norway (-48.6), Austria (-12.2) and Germany (-11.3). These are the countries where the performance gap of children becomes insignificant once it is controlled for socioeconomic status and the language spoken at home. 
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	Highest parental occupation index (ISEI)


					
							
							
						
							
							Natives

						
							
							Migrants (2.Gen.)

						
							
							Gap

						
					

					
							
							Norway

						
							
							53.5

						
							
							  4.9

						
							
							-48.6

						
					

					
							
							Austria

						
							
							50.2

						
							
							38

						
							
							-12.2

						
					

					
							
							Germany

						
							
							50.7

						
							
							39.4

						
							
							-11.3

						
					

					
							
							Belgium

						
							
							51.1

						
							
							41.9

						
							
							  -9.2

						
					

					
							
							Netherlands

						
							
							52.8

						
							
							44.1

						
							
							  -8.7

						
					

					
							
							US

						
							
							54.2

						
							
							46.8

						
							
							  -7.4

						
					

					
							
							Denmark

						
							
							49.1

						
							
							41.9

						
							
							  -7.2

						
					

					
							
							Switzerland

						
							
							50.7

						
							
							44.5

						
							
							  -6.2

						
					

					
							
							France

						
							
							49.3

						
							
							43.4

						
							
							  -5.9

						
					

					
							
							Italy

						
							
							46.9

						
							
							42.7

						
							
							  -4.2

						
					

					
							
							Sweden

						
							
							51

						
							
							48

						
							
							  -3

						
					

					
							
							Canada

						
							
							53.8

						
							
							51.9

						
							
							  -1.9

						
					

					
							
							Greece

						
							
							49.4

						
							
							47.6

						
							
							  -1.8

						
					

					
							
							UK

						
							
							51.4

						
							
							50.4

						
							
							  -1

						
					

					
							
							Australia

						
							
							52.7

						
							
							52.1

						
							
							  -0.6

						
					

					
							
							Spain

						
							
							45

						
							
							47.6

						
							
							   2.6

						
					

					
							
							Finland

						
							
							49

						
							
							54.4

						
							
							   5.4

						
					

					
							
							Portugal

						
							
							41.6

						
							
							48

						
							
							   6.4

						
					

	Source: OECD (2006).


				
			

		
		

				

				
			

			
			As in most countries, only a small share of the native-migrant gap remains after controlling for socioeconomic status and language, the small influence of the migration background cannot be crucial to the relatively poor school performance of migrants. Many empirical studies do not find evidence for ethnic discrimination. Instead, there are general inequalities in some countries in the sense that a socially deprived family background negatively affects the educational success of children (see Lüdemann and Schwerdt (2013) for Germany). 

			Context effects

			There is a link between the extent to which cross-country differences can be explained by the socioeconomic status and the equality of opportunities in the education systems. Table 2 presents the institutional characteristics of school systems in several countries. In most cases the starting age of compulsory schooling is six years. However, even although children start going to school at the same age, there are huge international differences with regard to the age at which school tracking occurs. Whereas in the majority of OECD countries tracking takes place at the age of 15 or 16, children in Germany and Austria are only 10 years old when they are allocated to different types of schools. 
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	Institutional characteristics of school systems


					
							
							
						
							
							Starting age of 
compulsory schooling

						
							
							First age of selection

						
						
					

					
							
							Austria

						
							
							6

						
							
							  10

						
						
					

					
							
							Germany

						
							
							6

						
							
							10

						
						
					

					
							
							Belgium

						
							
							6

						
							
							12

						
						
					

					
							
							Netherlands


						
							
							5

						
							
							12

						
						
					

					
							
							Switzerland


						
							
							6 (7)

						
							
							12

						
						
					

					
							
							Luxembourg

						
							
							6

						
							
							13

						
						
					

					
							
							Italy

						
							
							6

						
							
							14

						
						
					

					
							
							Greece

						
							
							6

						
							
							15

						
						
					

					
							
							Irland

						
							
							6

						
							15




	
							
							Portugal

						
							
							6

						
							15




	
							
							Australia

						
							
							6

						
							16




	
							
							Canada

						
							
							6

						
							16




	
							
							Denmark

						
							
							6

						
							16




	
							
							New Zealand

						
							
							6

						
							16




	
							
							Norway

						
							
							6

						
							16




	
							
							Spain

						
							
							6

						
							16




	
							
							Sweden

						
							
							7

						
							16




	
							
							United Kingdom

						
							
							4 (5)

						
							16




	
							
							France

						
							
							6

						
							–



	Source: OECD (2006).







			
		

				

				
			

			
			Schütz, Ursprung and Wößmann (2005) as well as Bauer and Riphahn (2006) investigate the correlation between the age at which school tracking begins and school performance. Both studies show that the earlier school selection occurs, the stronger the impact of family background on the student’s performance is. This might be a further reason why the performance gap becomes insignificant in Germany and Austria in Figure 2 as soon as the socioeconomic background is controlled for. Schütz and Wößmann (2005) analyse whether the inequality of educational achievement changes from primary to secondary school. They conclude that inequality increases in countries where students are tracked (e.g. Germany) while in countries that do not track, the performance differences decrease (e.g. Canada, New Zealand). Consequently, children with poorly-educated parents are relatively disadvantaged in Germany and Austria, not only because of the tracking system per se, but also because of the early timing of tracking. Due to the fact that in general, migrants often have a less favourable socio economic background, they are disproportionately affected by these institutional disadvantages.

			An analysis of the native-migrant gap in a country only provides limited information on the extent to which migrants are disadvantaged in the respective country. Cross-country differences in the native-migrant gap could also be attributed to a “selection bias”, for example. This would be the case if there was a link between the socioeconomic status and the choice of the destination country. A recent approach to avoiding this bias is to compare migrants to the children of non-migrants in their parents’ country of origin. The advantage of this kind of comparison is the implicit control for the variables culture, original language and the quality of parental schooling. Such comparisons reveal whether children benefit from the emigration decisions of their parents. This approach is used by Luthra (2010) for second generation immigrants in Germany. In her study she shows that every group of migrant children – except Italians – have a higher point score than the reference group in their parents’ origin country. This comparison shows that migration has a positive effect on the educational success of migrants’ children. The results of the study show that migration can decrease educational inequality globally.5

			Conclusion

			Based on our descriptive analysis, the relatively lower school performance of migrants in many countries can largely be explained by their socioeconomic status. Furthermore, the language spoken at home, as well as in their country of origin, has a strong impact on the educational success of migrants. Besides these individual factors, there are also institutional ones that influence their performance. As far as school systems are concerned, the age of secondary school selection was identified as the most important factor: The earlier school tracking occurs, the larger the disadvantages are for children with a socially deprived family background – and thus for a majority of children with migration background.

			References

			Algan, Y., C. Dustmann, A. Glitz and A. Manning (2010), “The Economic Situation of First and Second-Generation Immigrants in France, Germany and the United Kingdom”, Economic Journal 120 (542), 4–30.

			Bauer, P. and R. T. Riphahn (2006), “Timing of School Tracking as a Determinant of Intergenerational Transmission of Education”, Economics Letters 91 (1), 90–7.

			Dustmann, C., T. Frattini and G. Lanzara (2012), “Educational Achievement of Second-Generation Immigrants. An International Comparison”, Economic Policy 27 (69), 143–85.

			Ganzeboom, H. B. G., P. M. De Graaf and D. J. Treiman (1992), “A Standard International Socio-Economic Index of Occupational Status”, Social Science Research 21 (1), 1–56.

			DICE Database (2015), “Education levels”, Ifo Institute, Munich, online available at  http://www.cesifo-group.de/DICE/fb/4EoVMtE9f. 

			Luthra, R. R. (2010), “Intergenerational Returns to Migration? Comparing Educational Performance on Both Sides of the German Border”, ISER Working Paper Series no. 2010-34.

			Lüdemann, E. and G. Schwerdt (2013), “Migration Background and Educational Tracking. Double Disadvantage for Second Generation Immigrants”, Journal of  Population Economics 26 (2), 455–81.

			OECD (2006), PISA Database,  http://www.oecd.org/pisa/pisaproducts/database-pisa2006.htm (accessed 20 June 2016). 

			OECD (2009), PISA 2006 Technical Report, OECD Publishing, Paris.

			Schütz, G., H. W. Ursprung and L. Wößmann (2005), “Education Policy and Equality of Opportunity”, IZA Discussion Paper no. 1906.

			Schütz, G. and L. Wößmann (2005), “Chancengleichheit im Schulsystem: Internationale deskriptive Evidenz und mögliche Bestimmungsfaktoren“, Ifo Working Paper no. 17.

			TIMSS and PIRLS Study Center (2016), TIMS and PIRLS,  http://timssandpirls.bc.edu/index.html (accessed 20 June 2016).

			
				
					1	Ifo Institute (both).

				

				
					2	Other useful datasets are TIMSS (Trends in International Mathematics and Science Study) and PIRLS (Progress in International Reading Literacy Study) that collect information of children enrolled in fourth and eighth grade (TIMSS and PIRLS Study Center 2016).

				

				
					3	 International Standard Classification of Education. For more information see DICE Database (2015):  http://www.cesifo-group.de/ifoHome/facts/DICE/Education-and-Innovation/Education/Organisation/Education-levels/fileBinary/Education-levels.pdf

				

				
					4	 International Socioeconomic Index of Occupations (Ganzeboom, De Graaf and Treiman 1992).

				

				
					5	 An international comparison in this context is only presented for Turkish migrants since this is the only migrant group with a sufficiently large sample in several countries (see Dustmann, Frattini and Lanzara 2012).

					

				

			

		


		
			Migrant Remittances

			Dominik Elsner and Katrin Oesingmann1

			
			Migrant remittances are usually defined as monetary transfers between migrants and family members in their countries of origin. Remittances play a fundamental role in the financing of developing countries. Compared to Foreign Direct Investment (FDI), they represent the second biggest source of assets and liquidity in those countries (Ambrosius and Cuecuecha 2016, Giuliano and Ruiz-Arranz 2009). Bettin, Presbitero and Spatafora (2015) quantify remittances for 2017 to be 500 billion USD and thus three times the amount spent on official development assistance to developing countries. Furthermore, “[..][u]nlike other financial flows, remittances go directly into family incomes, and thus have an immediate and direct impact on the livelihoods of receiving households” (HPG 2007, 1). In terms of development policy goals, the advantages of remittances – relative to official aid – are the possibility of bypassing corrupt government officials and directly supporting the targeted households (The Economist 2016).

			The significant importance of remittances to many developing countries is illustrated in Table 1. The table lists countries with a share of migrant remittance inflows relative to GDP of five percent or more. For example, remittances inflows represented 36.6, 30.3 and 29.2 percent of GDP in Tajikistan, Kyrgyz Republic and Nepal in 2014. 53 out of 176 countries reported in the World Bank Migration and Remittances Data on annual remittances (Inflows) (World Bank 2016) report a share of the remittances on GDP of over five percent. In other words, remittances are considerably important for about 27.5 percent or one third of all 193 UN-nations worldwide. On average, remittances to the 53 countries listed in the table amount to 13.3 percent of GDP.
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	Migrant remittance inflows (share of GDP in percent), 2014


					
							
							Tajikistan

						
							
							36.6%

						
							
							Marshall Islands

						
							
							14.0%

						
							
							Serbia

						
							
							8.4%

						
					

					
							
							Kyrgyz Republic

						
							
							30.3%

						
							
							Georgia

						
							
							12.0%

						
							
							Sao Tome and Principe

						
							
							8.0%

						
					

					
							
							Nepal

						
							
							29.2%

						
							
							Bosnia and Herzegovina

						
							
							11.3%

						
							
							Dominican Republic

						
							
							7.5%

						
					

					
							
							Tonga

						
							
							27.1%

						
							
							Tuvalu

						
							
							10.7%

						
							
							Mali

						
							
							7.4%

						
					

					
							
							Moldova

						
							
							26.2%

						
							
							Guyana

						
							
							10.6%

						
							
							Micronesia, Fed. Sts.

						
							
							7.3%

						
					

					
							
							Liberia

						
							
							24.6%

						
							
							Cabo Verde

						
							
							10.5%

						
							
							Pakistan

						
							
							7.0%

						
					

					
							
							Bermuda

						
							
							23.1%

						
							
							Jordan

						
							
							10.4%

						
							
							Egypt, Arab Rep.

						
							
							6.5%

						
					

					
							
							Haiti

						
							
							22.7%

						
							
							Senegal

						
							
							10.3%

						
							
							Vietnam

						
							
							6.4%

						
					

					
							
							Gambia, The

						
							
							21.2%

						
							
							Guatemala

						
							
							9.9%

						
							
							Morocco

						
							
							6.3%

						
					

					
							
							Comoros

						
							
							20.2%

						
							
							Nicaragua

						
							
							9.7%

						
							
							Guinea-Bissau

						
							
							6.2%

						
					

					
							
							Armenia

						
							
							17.9%

						
							
							Kiribati

						
							
							9.6%

						
							
							Faeroe Islands

						
							
							6.1%

						
					

					
							
							Samoa

						
							
							17.6%

						
							
							Philippines

						
							
							9.6%

						
							
							St. Kitts and Nevis

						
							
							6.1%

						
					

					
							
							Lesotho

						
							
							17.4%

						
							
							Montenegro

						
							
							9.4%

						
							
							Latvia

						
							
							5.7%

						
					

					
							
							Honduras

						
							
							17.4%

						
							
							Yemen, Rep.

						
							
							9.3%

						
							
							Ukraine

						
							
							5.6%

						
					

					
							
							West Bank and Gaza

						
							
							17.1%

						
							
							Uzbekistan

						
							
							9.3%

						
							
							Ghana

						
							
							5.2%

						
					

					
							
							El Salvador

						
							
							16.8%

						
							
							Sri Lanka

						
							
							8.9%

						
							
							
						
							
							
						
					

					
							
							Jamaica

						
							
							16.3%

						
							
							Togo

						
							
							8.8%

						
							
							
						
							
							
						
					

					
							
							Lebanon

						
							
							16.2%

						
							
							Bangladesh

						
							
							8.7%

						
							
							
						
							
							
						
					

					
							
							Kosovo

						
							
							16.1%

						
							
							Albania

						
							
							8.6%

						
							
							Average

						
							
							13.3%

						
					

	Source: World Bank (2016), authors’ calculations.


				
			

			

		

				

				


			

			
			Figure 1 shows total remittance outflows from countries considered in the Ifo DICE Database2 to the rest of the world3. The amount of remittances sent rose constantly from 1,053 million USD in 1970 to around 267,700 million USD in 2014. The financial crisis only led to a downturn in remittances from 2008 to 2010, but by 2011 the latter had returned to their pre-crisis level (OECD 2016). The amount (in USD) of remittances received is a commonly-used indicator for remittances, although there are some limitations due to existing informal remittances. Remittance flows are expected to be underestimated in the official statistics, as informal remittances are estimated to be around 10 to 50 percent of recorded remittances (Giuliano and Ruiz-Arranz 2009;OECD 2006). The informality of remittance flows is defined by the OECD as “[…]transfers through informal channels, such as hand-carries by friends or family members, or in-kind remittances of jewellery, clothes and other consumer goods, or through hawala” (OECD 2006). According to Posso (2015) about 45 to 60 percent of remittances to sub-Saharan Africa are informal.
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			As far as the incentives for sending remittances are concerned, typically altruistic motives are assumed (Posso 2015), where migrants send money to support their relatives back at home. An altruistic sender is expected to send more remittances in times of recession in the receiving country in order to help smooth consumption and compensate for crisis-induced unemployment or other shocks (Sayan 2006, Economist 2016, Bettin, Presbitero and Spatafora 2015). Thus, altruism as a sole reason for remittance-sending thus seems improbable as the behaviour of remittance-sending observed in the literature does not clearly confirm this assumption (Sayan 2006, Bettin, Presbitero and Spatafora 2015). Crises in the remittance sending countries do have strong effects on sending behaviour. For example, the Russian economic downturn during the year 2015 led to a decrease in remittances to Tajikistan by 44 percent, compared to 2014 (Economist 2016). Remittances therefore can either act as a “countercyclical shock absorber” (Bettin, Presbitero and Spatafora 2015, 1); or they can even lead to a worsening in the economic situation by reducing remittances in times of output drops (Sayan 2006).

			Apart from the potential benefits of remittances for the receiving countries like higher growth, as well as an increase in health and education and poverty alleviation (Posso 2015), recent literature on remittances focuses on the linkage between remittances and the development of financial markets in developing countries. In the absence of formal financial institutions, remittances make it possible to grant credit to the poor, who consequently show higher saving rates after receiving remittances (Posso 2015). Moreover, remittances can reduce credit constraints by substituting for formal forms of credit (Ambrosius and Cuecuecha (2016). Secondly, remittances are also seen as ‘catalysts’ for financial development. Remittances provide incentives for improvements in the financial system by making it easier to access credit or open bank accounts. Remittance-receiving households are targeted by financial institutions because the remittances can serve as collateral for loans in some cases and offer investment incentives at least for receiving households (Ambrosius and Cuecuecha 2016). As far as the direction of causality from financial development to remittances is concerned, well-functioning financial markets have lower transaction costs in this case and attract more remittances.

			The way that remittances are being sent has changed in recent years. Nowadays, remittances are also being sent via telecommunication providers thanks to the rapid proliferation of mobile telecommunication. This kind of service is attractive as, for example, in Latin America the share of adults without a bank account ranges from 35 percent in Brazil, Jamaica and Costa Rica to 80 percent in Haiti and Nicaragua. By contrast, around 60 percent of the population in Latin America is expected to have a mobile phone subscription by 2020. The number of mobile telephone subscriptions in the poorest countries – Bolivia, Guatemala, El Salvador, Honduras, Paraguay and Nicaragua in particular – is nearly twice as high as the number of bank accounts held at a formal financial institution expressed as a percentage of adult population (57 to 33 percent, respectively) (Almazán and Frydrych 2015). Mobile money services in the region are attractive, as classic banking, particularly in rural areas, is often not cost effective (Almazán and Frydrych 2015). Generally this kind of transfer system is seen as the most promising instrument with regard to high percentages of unbanked populations (World Bank 2012). Mobile telephone usage, for example, considerably lowered transaction costs and led to higher and more frequent remittances compared to non-subscribers to mobile telephone contracts in rural Uganda. Mobile telephone users also experienced increases in per capita consumption of food, higher expenditure in health, education and more participation in social, cultural and religious functions (Munyegera and Matsumoto 2016).

			Concluding remarks

			Remittances have a significant importance to many developing countries, as they represent the second biggest source of asset and liquidity inflows to these countries. Moreover, the amount of remittances sent rose constantly from 1970 to 2014. Remittances’ cyclical behaviour is not exclusively countercyclical and altruistic motives do not seem to be the only motives for sending remittances. Potential investment motives, which behave pro-cyclically, are present. It is nevertheless remarkable that, in crises, remittances are a crucial factor in helping to alleviate subsequent hardships. Remittance-sending via mobile money represents a new opportunity to improve access to finance in remote areas. Remittances also play a role as a substitute for formal financial institutions and have been shown to be a factor furthering financial development in remittance-receiving countries. Although remittances are a useful boost to development aid, however, they cannot be seen as a substitute for such aid.
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					1	 Ifo Institute (both).

				

				
					2	 The DICE Database considers most OECD States, the EU Member States, as well as Serbia, Montenegro and Macedonia and Brazil, China, India and the Russian Federation.

				

				
					3	 In this context remittance flows among well developed countries are possible and are thus not restricted to developing or emerging economies in the calculation of the graph. Included into the calculus may for example be remittances from migrants from Poland or Romania working in Germany to their respective home-countries.

				

			

		


		
			Measuring Innovation

			Ryan Born and Yuchen Guo1

			
			The developed world thrives on new technology. Better forms of communication, farming, and manufacturing are often considered to be drivers of long-term growth. Yet innovation is difficult to grasp and has many fuzzy definitions. Thus there is no real consensus on this topic, but merely the insight that innovation is a complex, multi-faceted process that is difficult to measure adequately.2 In this article, we focus on two measures of innovation, expenditure on research and development (R&D) and the Knowledge Economy Index (KEI). These two measures emphasize different aspects of innovation activity in a country. 

			Expenditure on research and development

			Eurostat provides data on research and development expenditure as a percentage of GDP described as a very rough, but simple measure of innovation that captures the intensity of research and development.3

			Figure 1 shows that R&D spending varied across countries in 2012. Most of the selected countries spent at least one percent or more of their GDP on research and development. Greece, Poland and the Slovak Republic were the only countries below this threshold. But beyond that, countries differed strongly in terms of their R&D spending. Roughly, R&D expenditure varied by geographic and economic region. Furthermore, the Scandinavian countries of Sweden, Finland and Denmark spent three percent or more of their GDP on the R&D sector. A lower share of R&D spending of 2–3 percent was found in the US and most Western European countries, including Austria, Belgium, France and Germany. Ireland and the UK, by contrast, spent a share of 1.5 percent of GDPon R&D, which is half of the amount spent in Germany or France. Furthermore, it is interesting to note that Slovenia was the only Eastern European country with R&D spending above 2.5 percent, which is close to that of Germany and the US. The average expenditure is 1.96 percent, which is met or exceeded by 11 out of 22 countries.

			
				
					Figure 1  

				
					[image: 2222.png]
				

			
			As seen in Figure 2, there appears to be a positive correlation between R&D expenditure as a percentage of total GDP and real GDP per capita.4 Greece, Poland and the Slovak Republic are at the bottom of the income distribution ranking of sample countries. At the same time, these countries exhibit the lowest R&D expenditure. Conversely, the Scandinavian countries that spent the highest share of GDP on R&D in the sample also exhibit high levels of GDP per capita.
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			The Knowledge Economy Index

			The Knowledge Economy Index (KEI) aims to measure whether the environment is conducive for knowledge to be used for economic development. It is an aggregate index that represents the overall level of development of a country or region towards the so-called knowledge economy. The characteristics of a knowledge based economy include high levels of human capital and a prominent role played by information and communication technologies in production (Lucas-Model (Lucas 1988), Romer-Model (Romer 1990)). The KEI is calculated based on the average of the normalized scores (on a scale of 0 to 10 relative to other countries in the comparison group; with 10 as the top score for the top performers and 0 as the worst score for the laggards) of the country or region on four pillars related to the knowledge economy – economic incentive and institutional regime, education and human resources, innovation and Information and Communication Technologies (ICT). For the purposes of calculating KEI, each pillar is represented by three key variables (see Figure 3). Specifically, institutions are captured by measures of rule of law and institutional quality. Education and human capital are accounted for by standard measures used in the human capital literature: average years of schooling and enrolment rates in secondary and tertiary schools. The Innovation Pillar is comprised of Royalty and License Fees Payments and Receipts, Patent Applications Granted by the US Patent and Trademark Office, and Scientific and Technical Journal Articles. Lastly, information and communication technologies feature in the KEI with the number of telephones, computers and internet users. 
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			Figure 4 depicts scores on the KEI for OECD countries. At first sight, there are some similarities between the KEI and R&D spending (Figure 1). As with R&D spending, Denmark, Finland and Sweden rank highest on the KEI. Greece, Poland and Portugal rank lowest on the KEI, which falls into line with their low levels of R&D spending. However, for a number of countries, the KEI provides a different picture to that of the comparison of R&D expenditure/GDP ratios. Ireland and the United Kingdom, for instance, spend a lower fraction of GDP on R&D than Slovenia. However, both countries rank higher on the KEI than Slovenia. Moreover, the Netherlands exhibits the lowest R&D spending among Western European OECD countries, but ranks higher on the KEI than Germany, a country with high R&D spending among Western European OECD members. 
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			Comparing the measures

			How can the differences between the two measures of innovation be explained? Of course, R&D spending is only a very rough input measure of innovation. However, the KEI as any index also bears weaknesses in the measurement of its sophisticated components. For instance, human capital enters the index only through numbers of average schooling and enrolment rates. It is worth noting that this does not account for the quality of education, which can vary strongly among countries (see, for example, Hanushek and Kimko 2000). Including not only the quantity, but also the quality of education (e.g. PISA scores) would capture differences in human capital to a fuller extent. The KEI nevertheless offers a holistic measure that considers a broad range of determinants for innovation.  

			In particular, KEI includes a range of factors that influence innovations, whereas R&D/GDP merely captures monetary efforts to invest in the R&D sector. For instance, Slovenia ranks relatively low on the KEI, but its R&D expenditure in 2012 was among the highest of all OECD members and exceeded Ireland’s share of GDP spent on R&D by approximately 50 percent. At the same time, Ireland ranks higher than Slovenia on the KEI by one unit. This discrepancy between the two measures may be because the KEI is influenced by a number of institutional and infrastructural factors, such as a country’s level of ICT. Looking at the ICT Development Index (UN 2015), Ireland ranks 22 globally and Slovenia ranks 33. This difference in the level of ICT may be one reason why Ireland still performs better than Slovenia on the KEI, despite lower R&D spending. 

			Furthermore, R&D spending/GDP is prone to variation in time, as it only measures R&D expenditure in a given year. The KEI, on the other hand, is influenced by long-term institutional factors and other stock variables, such as the average years of schooling or total number of telephones. This may be another reason why KEI and R&D expenditure yield different rankings. 

			To sum up, the KEI and R&D spending/GDP measure two different aspects of innovation. R&D spending measures the efforts of a country to invest in the R&D sector in a given year. The KEI, by contrast, measures the productivity of the R&D sector, i.e. how will investments in the R&D sector be translated into innovation activity.
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					1	 Ifo Institute (both).

				

				
					2	 There have been several attempts in the literature on this topic to define innovation. Manuylenko et al. (2015), for example, define innovation as an act of creating something new, and argue that innovation and invention are often equated, although there is also the fundamentally opposite opinion that innovation and invention are separate. Baregheh, Rowley and Sambrook (2009) suppose that innovation can be represented as a process of creation, generation, implementation, development and adoption. 

				

				
					3	 The World Bank lists several other indicators that measure innovation: researchers per million people, patent applications, charges for use of intellectual property, and hi-tech exports as a percentage of manufactured exports (World Bank 2016). In the following, 2012 numbers are used as they constitute the most complete data set.
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			New at DICE Database

			
			Recent entries to the DICE Database

			In the third quarter of 2016, the DICE Database received a number of new entries, consisting partly of updates and partly of new topics. Some topics are mentioned below.

			
				•	Labour migration: Trends and statistics

				•	Labour migration: Shortage lists, labour market tests and employer sponsorship

				•	Pension reform measures by primary objectives

				•	Parameters and rules of income-replacement pensions

				•	Treatment of pensions and pensioners under personal income tax and social security contributions

				•	Structure of retirement-income provision

				•	Aggregate pensions replacement ratio

				•	Public expenditure on old-age and survivors cash benefits

				•	Registration of new passenger cars

				•	Average CO2 emissions from new passenger cars and vans

				•	Index of inland freight transport volume relative to GDP

				•	Institutional characteristics of school systems

			

			
The interactive graphics application Visual Storytelling has been further expanded.

		
			Forthcoming Conferences

			CESifo Area Conference on Energy and Climate Economics
14–15 October 2016, Munich
The purpose of this conference is to bring together the members of the CESifo Research Network to present and discuss their ongoing research, and to stimulate interaction and co-operation between them. All CESifo research network members are invited to submit their papers, which may deal with any topic in the field of Energy and Climate Economics. The keynote lecture will be delivered by Charles D. Kolstad, Stanford University.
Scientific organiser: Prof. Michael Olaf Hoel, Ph.D.

			CESifo Area Conference on Behavioural Economics
21–22 October 2016, Munich
All CESifo research network members are invited to submit their papers, which may deal with any topic within the broad domain of behavioural and experimental economics and applications to other fields. The keynote lectures will be delivered by Rani Spiegler, Tel Aviv University, University College London, and Raj Chetty, Stanford University.
Scientific organisers: Prof. Dr. Klaus Schmidt, Prof. Dr. Ernst Fehr

			10th Workshop on Political Economy
25–26 November 2016, Dresden
CESifo, the Center of Public Economics at TU Dresden and the Ifo Institute for Economic Research Dresden will jointly organise a workshop on Political Economy. In the tradition of the previous workshops, the conference will take place in Saxony´s capital Dresden. The two-day workshop will serve as a forum to present current research results in political economy and will give researchers the opportunity to network. The keynote lectures will be delivered by Ragnar Torvik (NTNU Trondheim & CAMP) and Roland Hodler (SIAW-HSG at the University of St. Gallen).
Scientific organisers: Prof. Dr. Christian Lessmann, Dr. Gunther Markwardt

			7th Ifo Conference on “Macroeconomics and Survey Data”
2–3 December 2016, Munich
The Business Cycle Analysis and Survey Department of Ifo in association with Rüdiger Bachmann (University of Notre Dame) and Eric Sims (University of Notre Dame) will organise a conference in Munich on “Macroeconomics and Survey Data”. The conference is intended to discuss ongoing research on survey and micro data and its role and usage in macroeconomics. Papers, theoretical, empirical and policy oriented, are actively solicited on issues like (the list is not exhaustive): methodology of business surveys, uncertainty modelling, survey data and the business cycle, transmission of cyclical fluctuations, forecasting performance of survey data in business-cycle research, usage of micro-data in macroeconomics.
Scientific organisers: Dr. Klaus Wohlrabe, Prof. Dr. Rüdiger Bachmann, Prof. Eric R. Sims, Ph.D.

			
			
New Books on Institutions

			
			Political Economy for Public Policy
Ethan Bueno de Mesquita
Princeton University Press, 2016

			Historical Institutionalism and International Relations
Explaining Institutional Development in World Politics
Edited by Thomas Rixen, Lora Anne Viola and Michael Zürn
Oxford University Press, 2016

			
			The Politics of Innovation
Why Some Countries Are Better Than Others at Science and Technology
Mark Zachary Taylor
Oxford University Press, 2016
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